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Abstract. Admission systems around the world are different in characteristics and pro-
cesses. In Thailand, five different admission rounds affect admission strategic planning,
students, and universities. This research proposes the course performance prediction and
optimization to predict student performance data and find the optimum criteria for re-
cruiting students in each engineering major respected for the undergraduate engineering
program’s admission round. The research uses data from undergraduate students in En-
gineering Faculty in Thailand during 2018-2020. The data preparation methods, such
as missing value handling, feature generation, and correlation analysis for each course,
are used. Predictive analytics aims to predict three engineering courses’ average course
grades using the generalized linear model, deep learning, and gradient booted tree. The
model is evaluated by using relative error, root mean square error, and absolute error.
Gradient boosted tree outperforms the other algorithms, which are 0-0.4% relative er-
ror. Prescriptive analytics is consequently used to optimize factors to get the optimum
students to the faculty and major by using evolutionary optimization algorithms. This
model is used to optimize decision-making in admission strategic planning of Engineering
Faculty by optimizing students’ number in each major and admission round.
Keywords: Admission strategic planning, Data science, Course performance, Predictive
analytics, Prescriptive analytics

1. Introduction. Higher education is crucial to the development of countries and the
world [1]. Therefore, universities worldwide always need to improve the educational pro-
cess for the emerging change in this disruptive world, and one of the essential educational
processes is university admission system. In Thailand, the current admission system,
called the Thai University Central Admission System (TCAS), has been used since 2018
to ensure every student’s seat in the admission system. TCAS has a total of 5 registra-
tion rounds consisting of 1) portfolio round, 2) quota round, 3) direct admission round,
4) central admission round, and 5) direct admission by each faculty.

Due to some TCAS rounds’ time conflict, students may have trouble in examination
preparation for university admission. Moreover, a student in each engineering major has
different characteristics and competencies. Thus, course performance prediction (average
course grade) and optimization in each course and majors are challenging.

This research proposes the application of data science [2] methodology to create predic-
tive and prescriptive analytics approaching the appropriate amount of recruiting students
in each TCAS round to reduce the inappropriate qualification and low-performance stu-
dents and achieve the highest course performance. The data is collected from Faculty of
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Engineering in Thailand during 2018-2020. The research outcome will help the univer-
sities support decision-making in education process improvement and support strategic
planning to lead the universities to world-class universities.
Several data analytics and data science approach to educational process improvement

and student performance was conducted to help the institute decide on the educational
process [3]. Xu et al. [4] proposed the research to predict students’ performance. The
method had been constructed into two stages. The first stage was implemented using
different machine learning algorithms consisting of linear regression, logistic regression,
random forrest, and K-nearest neighbors. The second layer was the ensemble predictor.
The result stated that this method gave a superior performance of prediction than the
standard approach. The Mean Square Error (MSE) on the prediction results of ensemble
prediction in two subjects is 2.22 and 0.16, which are the best performance compared to
using single based predictors.
Similarly, Chang et al. [5] used a 2-tuple fuzzy linguistic model and fuzzy analytical

process in the research to improve the student selection process by comparing with the
arithmetic average method. The result is that these methods gave more accuracy without
losing any details.
Moreover, Chakraborty et al. [6] stated that business school faced difficulty selecting

the appropriate students to achieve the placement goal after graduating. A novel hy-
bridization of classification trees and artificial neural networks for selecting was proposed
to ensure that the institute selected the program’s right student. This research predicted
the placement of the student after the curriculums according to the student’s character-
istics. The researchers stated that using this hybridization model gave an accuracy of
91.67%, which is the highest accuracy compared to single machine learning models.
Data science can also give an optimization action to support the business by prescrip-

tive analytics. Khamis et al. [7] had proposed prescriptive analytics to analyze student
performance based on Internet usage. The model predicted that student performance
and the prescriptive analytics recommended a course of action to achieve the best student
performance. This approach aimed to support institutes for decision making and reduce
guesswork on admission strategic planning.
The researches mentioned above motivate this research’s main objective since many

researches deal with educational process improvements and admission strategic planning.
Most of the researches are not focused on the Thai University Central Admission System
or the engineering school context in Thailand. Interestingly, some research is just the
conceptual model and has not been implemented in the entire system, which leads to the
initiation of this paper.

2. Literature Review.

2.1. Data analytics. Data analytics in data science has three main types: descriptive
analytics, predictive analytics, and prescriptive analytics. This paper emphasizes only
two analytics types.
Predictive analytics [8] analyzes the future outcome of the future or discovers possible

input data outcomes. The example algorithms for the prediction are artificial neural
network [3], deep learning [10], decision tree [4], regression [10], and gradient boosted tree
[11].
Prescriptive analytics [9] delivers the most optimizing action plan to support the

organization or business in solving the problem or improving the business to achieve the
strategic goals.

2.2. Data science and data science process. Data science [2] is a science of extracting
value, deriving insight, predicting future events, or suggesting the best optimization from
data, including analytics solutions and business intelligence. One of the data science
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standard processes is the Cross-Industry Standard Process for Data Mining (CRISP-DM)
[10]. This standard process template is applied to the methodology of this research.

2.3. Machine learning algorithm. In this research, three regression algorithms and
one evolutionary optimization algorithm are chosen as follows.

Generalized Linear Model (GLM) [11] is the statistical method that finds the
relationship between the dependent and independent variables, which has no error distri-
bution limitations. It is concerned with the extension of regression model series such as
linear regression, which becomes the effective data analysis model.

Deep Learning (DL) [12] is a submodel of artificial intelligence to create a large neural
network model with multiple layers and is trained by the backpropagation method. Deep
learning can be used for classification and forecasting.

Gradient Boosted Tree (GBT) [13] is enhanced from the decision tree [4] to improve
the model’s efficiency. The gradient boosted tree is processed by randomly creating many
decision trees and evaluating the model until achieving the acceptable performance by
gradient descent algorithm.

Evolutionary optimization algorithm [14] is the artificial intelligence algorithm
to optimize the variables to achieve the best approach based on the genetic algorithm
such as natural selection, species migration, or human culture. This research used the
evolutionary optimization algorithm in parameter tuning and prescriptive analytics.

3. Research Methodology. The overall research methodology is shown in Figure 1.

Figure 1. Overall research methodology

3.1. Problem analysis and business domain synthesis. The business requirement is
to analyze the appropriate amount of recruiting students in each TCAS round respected
to student majors to increase studying performance and find the relationship between
TCAS rounds and student performance concerning first-year GPA.

3.2. Data collection. The data used in this research consists of the following.
Student data. This data includes high school GPA, major, admission system round,

and student ID, which are encrypted by asymmetric encryption [15] at the source system
due to the privacy issue.

Course data. This data contains course ID, course name, instructor name, academic
year, and semester. Three courses were analyzed: 1) EGCO111 – Computer Program-
ming, 2) EGIE103- Engineering Materials, and 3) SCPY120 – Physics Laboratory II. The
course selection criteria are the number of students and the variety of majors enrolled in
each course.

Major. The list of majors of student consists of 1) Computer Engineering (CO), 2)
Chemistry Engineering (CH), 3) Industrial Engineering (IE), 4) Electrical Engineering
(EE), 5) Mechanical Engineering (ME), 6) Biomedical Engineering (BME), and 7) Civil
Engineering (CE).
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Student grade and GPA data. This data contains each student’s cumulative GPA
and grades in each course. Before the aggregation, the total amount of data consists of
1,193 students from seven majors in 3 courses from 2018 to 2020.

3.3. Data integration. Once the data is collected, the next process is data integration
based on the Extract-Transform-Load process (ETL) [10] to integrate data into the same
source and transform it into structured data.

3.4. Data cleansing and preparation. This process detects and corrects (or removes)
corrupted or inaccurate records from the data.
Duplication eliminating. The research data may be duplicated due to the human

input or redundancy of data collection. Student data and course data are needed to be
checked by their id, the primary key, or the identifiable attributes.
Manage unmatched values. The values must be mapped into the same format.

Since the major name from collected data is various, it must be mapped to one distinct
major name.
Feature generation. Three new features had been extracted to be used in the re-

search: 1) the average GPA per section, 2) the variance of GPA per section, and 3) the
number of students per section.

3.5. Correlation weighting. This research uses correlation weighting [16] to analyze
each parameter’s relevance and importance to the average course grade’s target parameter.
Using correlation weighting makes it easier to identify the factor to adjust and improve
admission strategic planning in the universities. Equation (1) is the weighted correlation
computation, where Sx and Sy are weighted variances of x and y, and Sxy is weighted
covariance.

ρxy =
Sxy

SxSy

(1)

3.6. Predictive analytics. In predictive analytics, the objective is to predict the aver-
age course GPA based on TCAS round, a number of recruitments, major, and high school
GPA. The techniques used in the analytics are three algorithms of machine learning con-
sisting of 1) Generalized Linear Model (GLM), 2) Deep Learning (DL), and 3) Gradient
Boosted Tree (GBT), which have been widely used in related researches. This predictive
analytic delivers the predictive model of the average course GPA. The models are eval-
uated by three measurements, which are Relative Error (RE), Root Mean Square Error
(RMSE), and Absolute Error (AE). The formula of each measurement is shown below:

RE =

∑n
i=1 |yi − ai|∑

ai
(2)

RMSE =

√∑n
i=1(ai − yi)2

n
(3)

MAE =

∑n
i=1 |ai − yi|

n
(4)

where ai is the actual output for the ith instance, yi is the predicted output for the ith
instance, and n is the number of instances.
Those performance measurements are evaluated by 10-fold cross-validation [17]. It

separated the dataset into ten folds and used one-fold as testing data. Those algorithms
consist of some tunable parameters in gradient boosted tree, which consists of depth,
number of trees, and learning rate. The parameters will be searched for their optimum
values to achieve maximum performance using the evolutionary optimization algorithm
[14].
The overall conceptual process of predictive analytics is shown in Figure 2.
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Figure 2. Predictive analysis process

3.7. Prescriptive analytics. Its objective is to optimize the criteria for achieving the
best student performance based on TCAS. The technique is the evolutionary optimization
algorithms [14]. In this research, the objective function is to prescribe the appropriate
number of students the faculty needs to recruit in each TCAS round to get the maximum
course performance. The constants for the objective function consist of TCAS round and
student majors.

4. Experimental Results.

4.1. Correlation weighting. Figure 3 shows the correlation weighing results for three
selected courses. There are six majors left due to the data cleaning process.

Figure 3. Weight by correlation of EGCO111, EGIE103, and SCPY120

For EGCO111, the most correlated factor is the Industrial Engineering major. The
next most correlated factor is the student’s average cumulative GPA. For EGIE103, the
most correlated factor is the Mechanical Engineering major. The next most correlated
factor is the Industrial Engineering major. For SCPY120, the most correlated factor is
the enrolled semester. The next most correlated factor is the admission system, which
classifies whether the system is TCAS or not.

4.2. Prediction model. In the predictive analysis, the machine learning algorithms used
to predict average course grade consist of Generalized Linear Model (GLM), Deep Learn-
ing (DL), and Gradient Boosted Tree (GBT) with each optimum parameter set. The
overall results are shown in Figure 4.

The GBT gives the lowest relative error on every course. Therefore, the best machine
learning algorithm to predict the average course grade in each course is GBT. The value
of relative error result GBT for EGCO111, EGIE103, and SCPY120 is 0.4%, 0.1%, and
0.0%, which are the lowest error for the analysis GLM gives the highest relative error on
every course. Since the GBT gives the lowest prediction error on almost every course, it
is selected for optimization.



572 S. YANTA, S. THAMMABOOSADEE, P. CHANYAGORN AND R. CHUCKPAIWONG

Figure 4. Experimental result of predictive models

4.3. Prescriptive analytics result. After generating a model from predictive analytics,
gradient boosted tree is used to optimize the parameter to get the maximum average course
grade in each course. Table 1 shows the average amount of students and the maximum
GPA of each course. It stated an appropriate number of students to recruit to achieve
the best performance to support admission strategic planning. For example, the highest
Chemistry Engineering major’s performance is from TCAS 2, and the number of recruits
as 13 leads to maximum course performance. However, the result states that students
from a Computer Engineering major from every TCAS round can perform well on the
physics course. For other majors, the propagation of students to be recruited in each
TCAS round is similar for Industrial Engineering and Mechanical Engineering major,
which are around 10.

Table 1. Average result of the appropriate amount of recruit students in
each major

Major
TCAS 1 TCAS 2 TCAS 3 TCAS 4 TCAS 5

Amt. GPA Amt. GPA Amt. GPA Amt. GPA Amt. GPA
CE 6 3.79 6 3.79 7 3.71 6 3.77 6 3.78
CH 8 3.73 13 3.85 9 3.84 11 3.75 11 3.75
CO 22 4.00 22 4.00 14 4.00 16 4.00 16 4.00
EE 17 3.41 26 3.41 22 3.31 23 3.34 23 3.34
IE 11 3.84 11 3.85 8 3.78 9 3.79 9 3.80
ME 10 2.97 10 2.98 11 2.99 10 2.99 10 2.99

5. Conclusion. This research proposed course performance prediction and optimization
for undergraduate engineering programs towards admission strategy. The three courses
of the first-year student with the most variety of admission systems and students major
enrolled in the course have been selected for the research. The three machine learning
algorithms were used in the predictive analysis. The model that gives the highest ac-
curacy is gradient boosted tree. It is selected to use prescriptive analytics to optimize
the appropriate amount to recruit students in each admission system and majors and
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generate the action plan to support admission strategic planning. However, there is some
limitation on this research. Since TCAS has been announced to use since 2018, the data
records cover only two years for an analysis that might not effectively collect each TCAS’s
characteristics each year.

This research can be applied to other institutes like the graduate program and other
admission systems to generate the action plan and support decision-making in admission
strategic planning. The research can be further developed to probation status prediction
and optimization for undergraduate engineering students toward admission strategic plan-
ning. It could further generate the entire stream of data analytics and fully support the
educational process improvement and gain the highest benefit to students and institutes.
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