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Abstract. In text categorization, the classification performance depends on the features
used for the training of the classifier and the classifiers used. Many existing approaches
consider text classification as a single label classification problem and use binary or mul-
ticlass classifiers for it. However, a review instance may belong to multiple topics si-
multaneously. Therefore, the objectives of this research are to propose a feature selection
strategy and to use a multilabel classification approach to evaluate its performance. This
study proposes a feature selection approach named weighted correlation feature selection
(WCFS), in line with the first objective, which emphasizes on feature relevance and avoids
redundancy among them. In this supervised approach, relevant features are selected using
the weight of each feature and the redundancy among features is avoided by calculating
the correlation between features. The second objective is to evaluate the system’s per-
formance using multilabel classifier. The proposed method has gained significant results
compared to other methods with 0.779 Micro F1 score using binary relevance – support
vector machine (BR-SVM) classifier.
Keywords: Information gain (IG), Gini index (GI), Chi-square, Multilabel classifica-
tion, Correlation

1. Introduction. As a substantial amount of data is available on the Internet, there is
a need for an automated system to categorize such unstructured text. This electronic
text is available in the form of blog contents, news feeds, review contents, and Twitter or
Facebook posts, etc. To process such data, there is a need for automated text categoriza-
tion techniques. Text categorization has many applications like sentiment analysis, spam
detection, document summarization, and context detection. It also has many applications
in the medical field. For textual data, the features are the words in a sentence. In this, the
accuracy of the classification model depends on the feature extraction, selection strategies
and the classifiers used. Different feature extraction strategies are used in earlier works
like N-grams, parts of speech (POS) tag based features, grammatical rule-based features
and context-based features [1].

For selecting the relevant features, feature selection strategies are used. The term
frequency (TF) and the term frequency-inverse document frequency (TF-IDF) are the
common methods used in many research works. The techniques of feature selection (FS)
can be widely divided into supervised and unsupervised. Some of the supervised FS
approaches are Filter and Wrapper techniques. Wrapper models form subsets of features
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from the whole collection of features. They choose features heuristically by calculating
the accuracy of the machine learning algorithm trained on the chosen subset of features.
However, if there are a large number of features, wrapper approaches are computationally
inefficient and infeasible. Methods for wrappers may attempt to over fit small training
data. On the other hand, filter methods use a mathematical formula to pick features.
Correlation, Chi-square, Gini index, and information gain are some of the filter methods.
Filter strategies are independent of the machine learning algorithm. In this article, for
aspect extraction, we rely on filter approach.
Feature selection techniques:
Chi-square:
The higher Chi-square value shows that the feature is more dependent on the class, so

such features can be selected for training classifiers [1]. Chi-square statistic is defined in
Equation (1):

x2(f, c) =

[
R× (AD − CB)2

(A+ C)(B +D)(A+B)(C +D)

]
(1)

A is the co-occurrence count of class c and feature f . B is the number of times f occurs
without c. C is the number of times c occurs without f . D is the number of times neither
f nor c occurs. R is the number of records.
Information gain (IG):
IG is a strategy which is useful to decide how much the feature is informative about

the class [2]. IG is computed as in Equation (2). P (Cj) is the probability of class Cj, k is
the number of classes, P (Cj|f) is the conditional probability of Cj in presence of f and
P
(
Cj|f̄

)
is the probability of Cj in absence of f .

InfoGain(f) = −
k∑

j=1

P (Cj) logP (Cj) + P (f)
k∑

j=1

P (Cj|f) logP (Cj|f)

+P
(
f̄
) k∑

j=1

P
(
Cj|f̄

)
logP

(
Cj|f̄

)
(2)

Classification:
The classification problems fall into two categories like one-label and multi-label clas-

sification problems. Under one label, it includes two class and multiclass problems that
predict one class label only. However, a single instance in a training dataset may contain
multiple labels. To handle such classification problems, the multilabel classification ap-
proach is used. In this, the classifier predicts multiple labels if existing for a single instance.
Multilabel classification problem can be handled by applying the problem transformation
strategies, adapted algorithm, and ensemble strategies [3].
The problem transformation strategy transforms the multilabel problem into a single

label problem. In the adapted algorithms, the single label classifiers are adapted for
multilabel classification like multi-label – k nearest neighbor (ML-KNN). In ensemble
approach, a set of multiclass classifiers or a set of multilabel classifiers can be used to create
a multilabel ensemble classifier. In this research, we applied the transformation strategy.
The classifiers used for classification along with transformation strategy are support vector
machine (SVM), Näıve Bayes (NB), and random forest (RF). The problem transformation
can be done by applying binary relevance (BR), classifier chain (CC), and label powerset
(LP) [4]. The different problem transformation approaches are briefed below.
Binary relevance (BR): In this approach, an ensemble of binary classifiers is trained,

one for each label. Each classifier predicts class belongingness as yes or no. The union
of all predicted classes is considered as a label of the given test instance. In this, the
dependency between labels is ignored.
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Classifier chains (CC): In CC, a chain of classifiers is generated where the output
of previous classifiers is given as input features to the next one. For the training example
(X,T ), the CC train classifiers in the form of chains as (X, t1), ([X, t1], t2), ([X, t1, t2], t3).
This approach considers the label dependencies.

Label powerset (LP): This method considers the correlations between labels L and
creates a powerset of labels. The number of classifiers is 2|L|. The powerset generated for
a dataset with 3 labels is ({000}, {100}, {010}, {001}, {110}, {011}, {101}, {111}).

The multilabel training data is represented as in Equation (3). Here, t1 to tk are labels
and x1 to xN are features.

Training dataset representation =

 t11 t12 . . . t1k x1
1 x1

2 . . . x1
N

t21 t22 . . . t2k x2
1 x2

2 . . . x2
N

tn1 tn2 . . . tnk xn
1 xn

2 . . . xn
N

 (3)

The two objectives of this research are 1) to propose a feature selection approach; 2) to
analyze the performance of aspect prediction using multilabel classification. The dataset
used for this research is SemEval 2014 restaurant review dataset. A review instance
contains one or more aspect categories like food, service, ambience, and price. The focus
of the proposed system is to identify the aspects of a given review sentence. In this system,
from each review sentence, features are extracted using term frequency (TF). Here, the
value of TF is 3. The features are selected using a two-phase process. In the first phase
of feature selection, a weight is calculated for each feature and the feature having the
maximum weight is selected. In the second phase, the remaining features in each aspect
category are selected by considering the correlation among features. The weight supports
to select relevant features and correlation avoids redundancy. Many earlier works used
single label classifiers like multi-class classifiers to predict the aspect label for a review
instance [5]. This problem is overcome in the proposed system by applying a multilabel
classifier for aspect prediction.

The paper is organized as follows. Section 1 presents an introduction. Section 2 reviews
related work. The proposed system is elaborated in Section 3. Experimental results are
discussed in Section 4 that is followed by conclusion.

2. Related Work. Feature selection plays a vital role in applications like sentiment
analysis, text classification, aspect identification, recommender system, and medical field.
It helps to reduce the feature search space and feature dimensionality, which in turn
improves classification speed and accuracy. Cai et al. [6] published a review on various
supervised, semi-supervised, and unsupervised FS methods. A two-step feature selection
(FS) strategy of univariate feature selection followed by feature clustering was proposed
in [7]. The univariate FS technique was used here to decrease the search space and then
clustering was applied to picking typically independent sets of features. With extensive
review and analysis of more than 13 datasets, the authors demonstrated the efficiency
of the suggested methodology. It shows that the performance gain obtained using Naive
Bayes is significant. Deng et al. [8], Sarkar and Goswami [9] analyzed and assessed the
efficiency of certain FS techniques. Sarkar and Goswami [9] analyzed the performance of
the system on Chi-square, IG, mutual information (MI), symmetrical uncertainty methods
using classifiers such as NB, SVM, and decision tree (DT). On various text-based datasets,
the authors presented the findings of FS techniques.

A feature ranking metric known as the relative discrimination criterion was proposed in
[10]. By considering the difference between the document frequency of a feature in positive
and negative documents along with the area under curve (AUC) value, the relevance of a
feature was determined. Ren et al. [11] proposed a framework to address some problems
known as a robust learning framework. A robust learning framework (RLF) unifies the
area under curve maximization, outlier detection, and FS.



954 B. R. BHAMARE AND P. JEYANTHI

Bahassine et al. [12] suggested an enhanced classification system for the Arabic text
that uses the enhanced Chi-square FS to boost the classification performance. The combi-
nation of the ImpCHI technique and the SVM classifier works best in terms of F-measure,
precision, and recall according to experimental research. A strategy for solving dimen-
sionality problems was proposed in [13] by integrating clustering with a correlation metric
to create a subset of good features. Initially, by using the k-means clustering process,
unrelated features were terminated and then selected the appropriate features by using
correlation measures from each cluster. Hu et al. [14] implemented a new FS approach
known as dynamic relevance and joint mutual information maximization (DRJMIM) to
fix two concerns of previous systems, such as determining the relevance of the feature
without taking consideration of the relevance of the candidate feature and the chosen
feature, eliminating any interdependent features as redundant features. In this research,
the redundant features are paired with a dynamic weight to eliminate the probability of
true redundant features to be picked. Hancer et al. [15] proposed new criteria known as a
filter criterion inspired from ReliefF, mutual information, and Fisher Score concepts. This
method selected highest-ranked features based on Fisher Score and ReliefF. This approach
performed better than mutual information feature selection approach in single-objective
and multi-objective differential evolution frameworks.
Lee et al. [16] implemented the new S-C4.5-SMOTE (synthetic minority over-sampling

technique) bagging algorithm, which uses wrapper FS to support clinical decision-making.
This approach solves the issue of data distortion by keeping the dataset balanced. Liu
et al. [17] suggested an FS strategy to classify the text based on an independent feature
search space. The proposed technique was known as relative document – term frequency
difference (RDTFD), which aims to isolate the features in all content archives into two
feature sets. The proposed method focuses on improving the high-class association of
the features and diminishing the relationship between the features and reduces the search
space. A new wrapper FS algorithm for classification problems, such as a hybrid genetic
algorithm (GA) and extreme learning machine-based feature selection algorithm, was
introduced in [18]. In this approach, the GA was used to pick the feature subsets from
the feature space. The set of these subsets was further used to train the ensemble classifiers
to predict accuracy.
Madasu and Elango [19] focused on the performance of various FS methods for senti-

ment analysis (SA). The TF-IDF was used as the feature extraction technique to generate
the feature vocabulary. To pick the best feature collection from the feature vocabulary,
the authors did experiments on different FS techniques. Selected features were used to
train numerous machine learning classifiers and ensemble classifiers. This analysis proves
that ensemble classifiers outperform the other classifiers and neural network approaches.
Kermani et al. [20] suggested a new hybrid FS approach based on global PMI (pointwise
mutual information). This hybrid approach was the combination of filter and wrapper
approaches using IG in the first phase as a filter approach and PMI based FS as a wrapper
approach in the second phase. Schouten et al. [21] used an ontology-based approach for
aspect extraction and sentiment classification on SemEval 2015 restaurant review dataset.
In this method, the multiclass classifier was used for aspect category prediction and for
each aspect category one SVM classifier was trained. The features considered for train-
ing classifier were presence and absence of lemmatized word, ontology concept and the
Word-Net synsets.
The study in [23] considers the label oriented score of a text with the assigned label.

The text in the training set was divided as text assigned to a label and text unassigned
to a label. Here, the frequency of text assigned to a label was compared with the text
which was unassigned to a label. If this score is more, then the text belongs to a subset
of text assigned to the label.
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Many earlier methodologies as discussed in this section focused on the filter, wrapper
and hybrid approaches of feature selection along with multiclass classifiers. Very few
approaches considered redundancy among features. The proposed system handles the
problem of redundant features and uses multilabel classifier for classification to avoid the
drawback of using multiclass classifier.

3. Proposed System. Figure 1 shows the proposed system architecture. This system is
tested for aspect prediction function on the restaurant review dataset. The dataset used
is the SemEval restaurant review dataset [22]. Each review in the dataset is labelled with
one or more aspect categories like food, service, ambience, price and miscellaneous. The
dataset contains 3044 training sentences and 13% of the sentences have more than 2 aspect
categories. Earlier approaches considered it as a single label problem and used multiclass
classifiers to predict a label. This drawback is avoided in the proposed system. The
proposed methodology uses multi-label classifiers to predict class labels of a review. The
performance of multi-label classifiers is boosted by applying a two-phase feature selection
approach.

Figure 1. The proposed system architecture

The working flow of the system is as follows.
Step 1: Stemming is applied after pre-processing for each review sentence. Further,

stop words are removed.
Step 2: For each feature, the term frequency is calculated in an aspect category and in

a dataset. Features having a term count greater than 3 are extracted.
Step 3: Weight of each feature f in each aspect category c is calculated using Equation

(4).

Wfc =
Numebr of times f occurring in category c

occurance count of f in a dataset
(4)

After Step 3, the features in all categories are sorted in decreasing order of weight.
Step 4: Feature selection method.
Feature selection:
Feature selection is done by different approaches like information gain, Chi-square sta-

tistic, and the proposed two-phase weighted correlation feature selection (WCFS) ap-
proach. The performance of these feature selection strategies is compared using multilabel
classifiers like BR, CC, and LP.
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Two phase weighted correlation feature selection (WCFS):
This is a two-phase feature selection approach. WCFS is used to select features from

each category. The proportion of how many features to select from each category is
decided from Equations (5)-(7). In the first phase, in each category, the feature with
maximum weight is selected. To select the next term, the correlation of each non-selected
term is computed with the selected term. Furthermore, the difference between weight and
correlation is computed for each non-selected term. The term having maximum difference
value is selected. It helps to select the terms with maximum weight and low correlation
value. The maximum weight helps to select the relevant terms and low correlation helps
to avoid redundancy. This way, the remaining features/terms are selected from each
category as per the proportion count obtained in Equation (7).

totalCount =
c∑

j=i

number of features in aspect category i (5)

getPercent =
k

totalCount
(6)

select no of featuresc = no of featuresc × getPercent (7)

k is the number of features to select from the feature space. no of featuresc are the
total number of features extracted from aspect category c. select no of featuresc are the
fraction of features selected from aspect category c.
Step 5: After feature selection, training file is created.
Step 6: Generated training file is passed to multilabel classifier. 10-fold cross validation

technique is used for training and testing.

4. Experimental Results and Discussion. In this section, the experimental results
and the evaluation metrics used for multilabel classification are explained.
Evaluation Metrics:
Accuracy:
Accuracy for an instance is the proportion of correctly predicted labels to the total

number of labels for that instance. Total accuracy is the average over all instances.
Micro average F1 score and macro average F1 score (label-based measures):
For micro averaging, TP (true positive), FP (false positive), and FN (false negative) of

all classes are used to calculate micro average precision and micro average recall [5]. Later,
the harmonic mean of micro averaged precision and recall is micro-average F1 score. In
macro average, precision is the average of the precisions of all classes. In a similar fashion,
the macro average recall is computed. Macro average F1 is the harmonic mean of the
average precision and average recall. Equations (8)-(11) depict the calculation of micro
precision, micro recall, macro precision and macro recall respectively.

micro precision =

∑
ki∈K TPki∑

ki∈K TPki + FPki

(8)

micro recall =

∑
ki∈K TPki∑

ki∈K TPki + FN ki

(9)

macro precision =

∑
ki∈K Precisionki

|K|
(10)

macro recall =

∑
ki∈K Recallki

|K|
(11)

TPki is true positive value of class ki. FPki is false positive value of class ki. FN ki is false
negative value of class ki. Precisionki is precision of class ki. Recallki is recall of class ki.
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Hamming loss:
It is the fraction of incorrectly predicted labels. The lower value of Hamming loss

indicates better prediction performance of the classifier. In Equation (12), T indicates
number of labels, ti and ai are predicted and actual labels for instance i.

Hamming Loss =
1

|X|

X∑
i=1

XOR(ti, ai)

|T |
(12)

The evaluation measures used in this work are accuracy, hamming loss, macro F1 score
and micro F1 score. The performance of the proposed feature selection strategy is com-
pared with IG and Chi-square statistics. To test the performance, multilabel classifiers
are used. Very few existing approaches used multilabel classifiers for aspect prediction.
A review instance may contain more than one aspect category. However, multiclass clas-
sifiers predict only one category and multilabel classifiers can predict multiple categories
if existing in a review.

Table 1 shows the comparative performance of the CHI square, IG, and the proposed
system (WCFS) respectively on 500, 700, 1000, and 1500 features using BR, CC and LP
problem transformation strategies on SVM, NB, and RF classifiers. The results of WCFS
are comparable and improved with an increased number of features. The performance of
CHI square is observed better than IG. The experimental results show that the results of
the proposed system are comparable with CHI square for 1000 features. The proposed
approach obtained significantly improved results for 1500 features in comparison to the
other strategies using BR-NB, BR-SVM, CC-NB, CC-SVM, CC-RF, LP-NB, LP-SVM,
and LP-RF. The Micro-F1 value of WCFS and CHI square are same using LP-NB classifier
for 1500 features. CHI square and IG are the filter approaches of feature selection. These
methods are suitable to select relevant features but do not address redundancy among
features. In this experimentation, the redundancy is handled using correlation between
features. This experimentation demonstrates that with increased number of features the
performance of the proposed system is improved. It is also noticed that the proposed
system shows better results on SVM classifier for BR, CC, and LP strategies and the
maximum Micro-F1 score obtained is 0.779 using BR-SVM.

Schouten et al. [21] used ontology driven approach with multiclass classifier. The F1
score gained using this approach was 0.628. The proposed system has gained a maximum
0.779 Micro F1 score using BR-SVM (multilabel) classifier for SemEval 2014 restaurant
review dataset. The results are taken using 10-fold cross-validation on MEKA 1.9.0 tool.
As a future scope, this system can be extended by testing it on different larger datasets
for the various number of features. The proposed methodology gives better results with
an increased number of features.

Experimental setup:
The configuration of the system used to carry out this experimentation is as mentioned

below:
Windows 10 OS equipped with a Core i5 processor, 8 GB DDR RAM with a GeForce

MX150 NVIDIA graphics card, and 1 TB HDD. A Netbeans 8.0.2 IDE is used to execute
the program and the system is designed using java (version JDK 1.8).

5. Conclusion. The proposed work is focusing on two parameters: one is to propose
a two phase feature selection approach and the second is to test the performance of
the system using multilabel classifiers. Many existing systems used multiclass classifiers.
Multiclass classifiers can predict only one label from an instance of a dataset. However,
a test instance may contain more than one class labels. In the proposed methodology
multi-label classifier is used for aspect prediction. In this approach, the search space
is minimized using weight-based feature selection method that ensures the relevancy of
features. The redundancy is handled by using correlation. The features for which the



958 B. R. BHAMARE AND P. JEYANTHI

T
a
b
l
e
1
.
A
cc
u
ra
cy

(A
cc
),
H
am

m
in
g
L
os
s
(H

L
),
M
ac
ro

F
1
(M

F
1)
,
an

d
M
ic
ro

F
1
va
lu
es

of
C
H
I,
IG

an
d
W
C
F
S
m
et
h
o
d
s
u
si
n
g
50
0,

70
0,

10
00
,
an

d
15
00

fe
at
u
re
s
on

B
R
,
C
C
,
an

d
L
P
(B

ay
es
/S

V
M
/R

F
)
cl
as
si
fi
er
s

B
R

50
0

70
0

10
00

15
00

A
cc

H
L

M
F
1

M
ic
ro

F
1

A
cc

H
L

M
F
1

M
ic
ro

F
1

A
cc

H
L

M
F
1

M
ic
ro

F
1

A
cc

H
L

M
F
1

M
ic
ro

F
1

B
a
y
e
s

C
H
I

0
.6
0
3

0.
16

2
0.
61

9
0
.6
6
8

0
.6
0
5

0.
15

1
0.
64

1
0
.6
8
2

0
.6
0
1

0.
15

1
0.
6
41

0
.6
8
2

0.
58

8
0.
16

7
0.
60

7
0
.6
6

IG
0.
59
5

0.
16

9
0.
59

4
0.
65

4
0.
59

5
0.
16

9
0.
59

5
0.
65

4
0.
59

4
0.
16

8
0.
5
93

0.
65

6
0.
58

1
0.
16

8
0.
59

9
0
.6
5
6

W
C
F
S

0.
52

0.
15

5
0.
62

1
0.
65

0.
55

4
0.
15

5
0.
63

2
0.
66

7
0.
56

6
0.
15

2
0.
6
38

0.
67

4
0
.5
9
4

0.
15

6
0.
63

8
0
.6
7
8

S
V
M

C
H
I

0.
71
2

0.
10

4
0.
74

3
0
.7
7
3

0.
72

0.
10

3
0.
74

9
0
.7
7
6

0.
70

8
0.
10

6
0.
75

0.
77

0.
69

9
0.
12

8
0.
69

8
0
.7
3
1

IG
0.
69

0.
11

2
0.
71

1
0.
75

1
0.
70

3
0.
10

9
0.
71

4
0.
76

0.
69

6
0.
11

5
0.
7
09

0.
75

0.
69

8
0.
11

1
0.
72

9
0
.7
6

W
C
F
S

0.
66
5

0.
11

6
0.
72

7
0.
74

3
0.
70

5
0.
10

6
0.
75

2
0.
77

1
0.
71

2
0.
10

3
0.
7
61

0
.7
7
8

0.
71

4
0.
10

3
0.
76

1
0
.7
7
9

R
F

C
H
I

0.
70
8

0.
11

4
0.
72

5
0
.7
5
6

0.
70

8
0.
11

4
0.
72

5
0.
75

5
0.
71

4
0.
11

1
0.
7
32

0.
76

1
0.
69

9
0.
11

1
0.
70

8
0
.7
5
7

IG
0.
69
8

0.
12

6
0.
69

3
0.
74

2
0.
70

6
0.
12

3
0.
70

3
0.
74

8
0.
72

4
0.
11

3
0.
7
28

0
.7
6
8

0.
71

7
0.
11

6
0.
71

8
0
.7
6
2

W
C
F
S

0.
68
3

0.
12

2
0.
71

8
0.
73

9
0.
7

0.
11

3
0.
72

5
0
.7
5
6

0.
70

6
0.
10

8
0.
7
27

0.
76

4
0.
72

4
0.
11

2
0.
77

1
0
.7
2
2

C
C

B
a
y
e
s

C
H
I

0.
61
7

0.
16

7
0.
59

9
0.
66

1
0.
62

9
0.
16

0.
63

6
0.
67

5
0.
63

2
0.
15

9
0.
6
42

0.
67

8
0.
63

2
0.
16

1
0.
64

2
0
.6
7
8

IG
0.
60
6

0.
17

2
0.
59

3
0.
65

2
0.
60

6
0.
17

2
0.
59

4
0.
65

3
0.
61

0.
17

0.
5
99

0.
65

5
0.
61

2
0.
17

2
0.
60

7
0
.6
6

W
C
F
S

0.
62
5

0.
16

2
0.
62

8
0
.6
6
9

0.
63

2
0.
16

0.
64

0
.6
7
8

0.
63

7
0.
15

8
0.
6
46

0
.6
8
3

0.
63

4
0.
13

3
0.
67

6
0
.7
1
2

S
V
M

C
H
I

0.
74
8

0.
10

7
0.
74

8
0
.7
7
3

0.
74

9
0.
10

6
0.
75

0
.7
7
4

0.
74

7
0.
10

7
0.
7
53

0.
77

3
0.
73

3
0.
11

3
0.
73

2
0
.7
6
1

IG
0.
71
9

0.
11

9
0.
70

5
0.
74

3
0.
72

3
0.
11

8
0.
70

7
0.
74

7
0.
72

5
0.
11

7
0.
7
11

0.
75

0.
71

5
0.
12

2
0.
71

0
.7
4
3

W
C
F
S

0.
71
4

0.
12

0.
73

0.
74

5
0.
74

2
0.
10

9
0.
75

1
0.
77

0.
75

0.
10

6
0.
7
63

0
.7
7
8

0.
74

8
0.
10

6
0.
76

0
.7
7
7

R
F

C
H
I

0.
72
7

0.
11

6
0.
71

9
0
.7
5
3

0.
72

2
0.
11

8
0.
70

9
0
.7
4
8

0.
73

2
0.
11

3
0.
7
14

0
.7
5
7

0.
72

0.
11

7
0.
68

8
0
.7
4
6

IG
0.
70
9

0.
12

4
0.
68

0.
73

3
0.
70

9
0.
12

3
0.
67

2
0.
73

3
0.
72

0.
11

9
0.
6
71

0.
74

2
0.
71

4
0.
11

9
0.
65

2
0
.7
3
8

W
C
F
S

0.
70
1

0.
12

5
0.
70

6
0.
73

2
0.
72

2
0.
11

7
0.
70

7
0.
74

8
0.
73

1
0.
11

3
0.
7
12

0.
75

6
0.
72

4
0.
11

5
0.
69

4
0
.7
5

L
P

B
a
y
e
s

C
H
I

0.
64
2

0.
15

7
0.
63

6
0
.6
7
7

0.
64

2
0.
15

6
0.
63

6
0
.6
7
8

0.
64

0.
15

8
0.
6
33

0
.6
7
5

0.
62

9
0.
16

6
0.
62

4
0
.6
6
5

IG
0.
62
1

0.
16

6
0.
60

3
0.
66

0.
61

6
0.
16

9
0.
59

6
0.
65

3
0.
61

7
0.
16

8
0.
5
96

0.
65

6
0.
59

8
0.
18

5
0.
58

2
0
.6
3
3

W
C
F
S

0.
62
4

0.
16

8
0.
61

5
0.
65

9
0.
63

5
0.
16

3
0.
62

8
0.
67

0.
63

3
0.
16

5
0.
6
24

0.
66

8
0.
62

9
0.
16

6
0.
62

4
0
.6
6
5

S
V
M

C
H
I

0.
72
8

0.
11

5
0.
72

3
0
.7
5
2

0.
73

1
0.
11

4
0.
72

2
0
.7
5
4

0.
73

2
0.
11

5
0.
7
29

0.
75

4
0.
72

0.
11

9
0.
74

4
0
.7
1
2

IG
0.
71
6

0.
12

1
0.
69

0.
73

7
0.
72

1
0.
11

9
0.
70

1
0.
74

2
0.
71

2
0.
12

3
0.
6
92

0.
73

4
0.
71

9
0.
12

0.
71

2
0
.7
4
3

W
C
F
S

0.
69
7

0.
12

8
0.
70

2
0.
72

5
0.
72

2
0.
11

9
0.
71

8
0.
74

6
0.
73

5
0.
11

3
0.
7
33

0
.7
5
8

0.
73

4
0.
11

4
0.
73

6
0
.7
5
8

R
F

C
H
I

0.
69
5

0.
13

0.
66

2
0
.7
1
7

0.
69

1
0.
13

2
0.
65

2
0
.7
1
2

0.
69

3
0.
13

2
0.
6
54

0
.7
1
3

0.
67

9
0.
13

7
0.
62

0
.6
9
8

IG
0.
67
2

0.
13

9
0.
62

0.
69

6
0.
67

6
0.
13

8
0.
61

5
0.
69

7
0.
68

8
0.
13

4
0.
63

0.
70

7
0.
67

3
0.
14

0.
60

5
0
.6
9
1

W
C
F
S

0.
66
8

0.
14

1
0.
64

6
0.
69

4
0.
67

0.
14

0.
62

8
0.
69

3
0.
67

9
0.
13

6
0.
6
29

0.
70

1
0.
70

7
0.
12

4
0.
70

6
0
.7
3
6



ICIC EXPRESS LETTERS, VOL.15, NO.9, 2021 959

difference between weight and correlation is more are selected. The performance of the
classifier depends on the quality of the features. WCFS helps to select relevant features
by avoiding redundancy among them. The performance of the system is tested using
multilabel classifiers. The maximum micro F1 score gained in this experimentation is
0.779 using BR-SVM multilabel classifier. This system can be explored in the future by
applying it on different larger size datasets having review instances with multiple classes.
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