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ABSTRACT. In recent years, data integrity attacks have gradually become a major threat
to the security of smart grid. The presence detection and locational detection of data
integrity attacks are of vital significance for repairing vulnerable points, but the latter
1s rarely studied. The multi-task classification problem for locational detection of data
integrity attacks is formulated in this paper. Based on the formulation, the location-
al detection with multi-gate mizture-of-experts (LD-MMoFE) scheme is proposed. When
reaching similar detection performance, the number of LD-MMokE’s trainable parameters
1s less than that of the state-of-the-art study, which indicates the proposed LD-MMoE
scheme is more computational cost-friendly. Simulations conducted on the IEEE 1/-bus
system and 118-bus system verify the effectiveness of the proposed LD-MMoFE scheme.
Keywords: False data injection attack, Locational detection, Multi-gate mixture-of-
experts, Multi-task learning, Smart grid

1. Introduction. In recent years, smart grid has become a typical cyber-physical system
with high efficiency and high economy. However, the efficient use of information flow also
brings new risks to the smart grid [1]. In 2015, three power distribution companies in
Ukraine were attacked by cyber attacks, affecting the normal electricity consumption of
225,000 users [2].

In smart grid, system operators make control decisions based on the current system
states and formulate the dispatch plan. By using the measurements received by the su-
pervisory control and data acquisition (SCADA) system, system operators can obtain
the estimated states, and use the estimation residual for bad data detection (BDD) [3].
Recent research has shown that a type of data integrity attacks named false data injec-
tion (FDI) attack can be launched against the state estimation while keeping stealthy to
traditional BDD mechanism [4]. Attackers can modify estimated states by compromis-
ing measurements in SCADA [5] system, causing severe consequences such as key lines
overloading or load shedding [6].

The presence detection or the detection of FDI attacks for whole system is a single-task
classification problem, i.e., z is attacked or not [7]. And the locational detection or the
detection of FDI attacks for each measurement is a multi-task classification problem, i.e.,
zZm 18 attacked or not, m = 1,..., M. When attacking a system state, the attacker must
tamper with all relevant measurements at the same time [8]. For defender who wants to
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detect the attack at each measurement, she/he can train a model for each measurement.
However, this method cannot effectively use the correlation between different measure-
ments, and requires a great deal of computing resources. In order to improve the detection
ability, the defender must take advantage of this correlation. In machine learning, the
convolutional neural network (CNN) is designed to capture the correlation between ad-
jacent input dimensions [9]. Based on this, recent research has designed a BDD-CNN
architechture to detect the FDI attacks for each measurement, where CNN is used to cap-
ture the inconsistency and cooccurrence dependency in the power flow measurements due
to potential attacks [7]. However, this architecture is highly dependent on the numbering
sequence of measurements, and adjacent measurements should be numbered consecutive-
ly. For large-scale power systems, this is difficult to achieve. Meanwhile, the real-time
detection is very important for the security of the system. Therefore, the detection scheme
should use as few computing resources as possible with guaranteed performance, i.e., have
fewer trainable parameters.
The main contributions of this paper are shown as follows.

e The locational detection of FDI attacks is formulated as the form of multi-task
classification problem in this paper while most existing results ignore exact attack
injection locations.

e Based on the formulation, a locational detection with multi-gate mixture-of-experts
(LD-MMoE) scheme is proposed, which does not rely on additional conditions, e.g.,
the numbering sequence of measurements.

e LD-MMOoE can greatly reduce the number of trainable parameters while keeping
sufficient effectiveness, which is verified by the simulations conducted on IEEE 14-
bus system and 118-bus system.

The rest of this paper is organized as follows. Section 2 introduces some preliminaries.
Section 3 designs the LD-MMoE scheme. Section 4 presents simulations on the IEEE test
systems and Section 5 concludes this paper.

TABLE 1. Nomenclature

a |Subscript: the quantity is under FDI attack|® |The estimated system state

FE |Subscript: the quantity for the expert layer|z |The measurement vector of system

e |Subscript: index for experts 1 |The threshold for BDD

F |Subscript: the quantity for the fully con-|c |The standard deviation of system mea-
nected layer surement

i |Subscript: index for buses b |The biases of neurons

j |Subscript: index for neurons K | The number of experts

I |Subscript: index for lines g(-)| The gate for each task

m |Subscript: index for measurements M |The number of measurements

n |Subscript: index for instances N |The number of system states

T |Subscript: the quantity for the tower layer |o |The outputs of neurons

a |The attck vector of the FDI attack p(+) | The probability

¢ |The injected false data r  |The 2-norm residual of state estimation

e |The measurement error we | The weights of experts

H | The measurement matrix of system x2 |The upper quantile of chi square distribu-

tion

R |The covariance matrix of system y | The groud truth label

w | The weights of layers 1 |The predicted probability

x | The state of system o |The standard deviation of measurements
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2. Preliminaries.

2.1. State estimation and bad data detection. The DC power flow model is used
in this paper, where the measurements in system can be expressed as z = Hx + e. The
objective function of state estimation can be expressed as

J(x) =[z — Hzx)]"R'[2 — Hzx]. (1)

Based on the measurements in z, the result of state estimation is the value of a set of
state variables @ that minimizes the objective function J(x),

&= (H"R'H) 'H'R 'z (2)

Bad measurements may be introduced due to various reasons, e.g., device failures and
malicious cyber attacks. BDD has been developed to protect state estimation. The
2-norm estimation residual r = ||z — H&||, is used to measure the inconsistency among
the normal and the abnormal measurements. For a given threshold 7, » > n means there
are bad data in the measurements while » < 1 means measurements are normal.

2.2. False data injection attack. It is assumed that attacker can access the current
power system topology and parameters, and can manipulate measurements obtained by
the SCADA system. The attack vector a can be constructed based on the above infor-
mation as a = He. After FDI attacks are launched, the tampered measurements z,
obtained by SCADA are

z,=z+a=2z-+He. (3)
The estimated state under attack is
&, = (H'R'H) 'H"R 'z,
— (H"R'H) 'H"R'(z +a)
— &+ (H"R'H) 'H'R 'a. (4)
The residual under attack is
ra = ||2a = Hal,

||z + He-H &+ (H'R"'H) "H"R a]

2
—||z+ He-H |2+ (H'R'H)'H"R'Hc||
2
= ||z — Hz|,
=, ()

which shows r, is the same as r; hence the FDI attack with attack vector a = Hc will
not trigger the BDD.

3. Locational Detection with Multi-Gate Mixture-of-Experts. In this section,
the multi-task classification problem for locational detection of FDI attacks is formulated.
Based on this formulation, the LD-MMoE scheme is proposed.

3.1. Multi-task classification problem for locational detection of FDI attacks.
The defender can obtain system measurements as z = (z1,. .., z)). She/He needs to pre-
dict whether each measurement is compromised according to the received measurements.
For detection of FDI attacks for measurements, the multi-task classification problem can
be formulated as

Um = p(Ym = Uz1,...,20) €10,1], m=1,..., M, (6)
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where 7, is the classification probability of measurement m being compromised. The
detection of FDI attacks for each measurement is one task, and a single model that learns
these multiple tasks simultaneously is proposed in this paper.

3.2. Multi-gate mixture-of-experts. The original multi-gate mixture-of-experts
(MMoE) model is proposed to balance the task-specific objectives and correlation be-
tween tasks in [10]. Based on the mixture-of-experts (MoE) structure, multi tasks are
learned by sharing the expert layer, and a gating unit is set up for each task to enhance
flexibility.

The expert layer in MMoE is composed of some independent parallel subnets, and these
subnets are called experts. In deep neural networks, ensemble subnets have been proven
to be able to improve model performance [11], and the ensemble of output of each expert
is used as the input of successive layer. The output of each expert can be formulated as

0pe; = ReLU(Input X wg.; + bp.;). (7)

The gating unit with softmax function is used to calculate the weights of output of each
expert
g(+) = softmaz(Input x w). (8)

3.3. Multi-gate mixture-of-experts for locational detection. In order to effectively
extract the strong correlation between all measurements related to the attacked state
variables, a shared bottom (fully connected layer) is combined with the original MMoE
model in [10]. The LD-MMoE contains an input layer, a fully connected layer, an expert
layer, a tower layer and an output layer.

e The fully connected layer:
OFj; = R(ELU(Z X WF,; -+ bF,j>~ (9)
e The expert layer:
OFE.ej = RGLU(OF X WE e, j + bE,e,j)- (10)

e The tower layer:

K
0Tm,j = ReLU ((Z weoE7€> X Wrmj + bT,m,j) , (11)

e=1

where the weights of experts w, are calculated by the gating unit,
(w1, ..., wg)" = softmaz(z x wr,,). (12)
e The output layer:
Um, = Sigmoid(07,;, X Wo.m + bom). (13)

The input layer has M neurons which are corresponding to M measurements. The fully
connected layer crosses and combines the input measurements to extract the relationship
between them. The different experts in expert layer can learn different knowledge, which
is important for model to extract independent features for different measurements. The
tower layer is composed of M towers which are corresponding to M measurements. Towers
are also independent parallel subnets, and the input of each tower is weighted sum of
experts. It is worth noting that wr,, in gating unit is a trainable matrix, which is
used to balance the correlation and difference between the detection of FDI attacks for
different measurements. The output layer has M neurons which are corresponding to
M measurements, and each neuron is connected to only one tower. The classification
probability of each measurement is calculated by the sigmoid function.

Besides, the rectified-linear unit (ReLU) activation function is used for nonlinear trans-
formation. The logloss is used to evaluate the difference between the ground truth labels
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and the output of network. In this paper, each batch contains 512 instances of data and
the logloss of a batch is formulated as
512 M

1 R .
logloss = T2 Z Z [yn,m log (yn,m) + (1 - yn,m) log (1 - yn,m)] . (14)

n=1 m=1

3.4. Performance metrics for LD-MMOoE. The detection scheme should improve the
detection accuracy and avoid the false alarms as much as possible [12], so it needs com-
prehensive performance evaluation metrics. In order to comprehensively evaluate the
performance of the proposed scheme, Precision, Recall, F1-score and the area under the
ROC curve (AUC) are used as evaluation metrics for LD-MMokE. In order to calculate
these metrics, the true positive rate (TPR), false positive rate (F'PR), false negative rate
(FNR), true negative rate (TNR) are defined in Table 2.

TABLE 2. Definitions of some performance metrics

Compromised | Uncompromised
Classified as compromised TPR FPR
Classified as uncompromised FNR TNR

Based on the above definition, the following metrics are presented.

e The Precision is defined as Precision = TPR/(TPR + FPR).

e The Recall is defined as Recall = TPR/(TPR + FNR).

e The F1-scoreis defined as F1-score = 2 x (Precision x Recall) /(Precision+ Recall).

e The AUC is the area under the ROC curve. The ROC curve is drawn with TPR as
ordinate and FPR as abscissa.

4. Case Study. In this section, the case study is conducted based on IEEE 14-bus
system and 118-bus system in MATPOWER [13].

4.1. Dataset. The dataset in [7] is used in this section. The loads and noises are sampled
from the normal distribution, and the min-cut FDI method is used to generate attacks
[14]. In the simulation, the 2-norm of ¢ is 2, and the o of noise is 0.2.

4.2. Simulation results for IEEE 14-bus system. Table 3 shows the architecture of
LD-MMoE for IEEE 14-bus system. The trainable parameters of the proposed scheme
are 16,555, which is about 6.71% of that in [7]. Therefore, the proposed model needs
fewer computing resources and the detection is faster. Figure 1 shows the learning curve
of LD-MMokE for IEEE 14-bus system. The curves of training loss and validation loss are
very smooth, which means that the training process of LD-MMOoE is very stable for IEEE
14-bus system.

TABLE 3. Architecture of LD-MMOoE for IEEE 14-bus system

Stage Type Neurons | Output size | Trainable parameters
0 Input 19 19 x1 0
1 FullyConn 128 128 x 1 2,560
2 Experts 4x8 4x8 4,128
3 Towers 19 x 8 19 x 8 9,867
4 Sigmoid 19 19 x1 0

Table 4 shows the metrics of the proposed scheme for each measurement in IEEE 14-
bus system. The 9-th measurment has never been compromised in the dataset, so the
related metrics are none. Compared with the model with 4 convolution layers and multi
hidden layers in [7], the proposed scheme only needs 3 hidden layers to achieve similar
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FIGURE 1. The learning curve of LD-MMOoE for IEEE 14-bus system

TABLE 4. Metrics for each measurement in IEEE 14-bus system

Measurement | Precision | Recall | F1-score | AUC
1 1.0000 1.0000 | 1.0000 | 1.0000
2 0.9882 | 0.9850 | 0.9866 | 0.9992
3 1.0000 1.0000 | 1.0000 | 1.0000
4 1.0000 1.0000 | 1.0000 | 1.0000
5 1.0000 1.0000 | 1.0000 | 1.0000
6 0.9968 | 0.9958 | 0.9963 | 0.9997
7 1.0000 1.0000 | 1.0000 | 1.0000
8 0.9968 | 0.9939 | 0.9953 | 0.9996
9 _ _ _ —
10 0.9869 | 0.9843 | 0.9856 | 0.9990
11 1.0000 1.0000 | 1.0000 | 1.0000
12 1.0000 1.0000 | 1.0000 | 1.0000
13 0.9996 1.0000 | 0.9998 | 1.0000
14 1.0000 1.0000 | 1.0000 | 1.0000
15 1.0000 1.0000 | 1.0000 | 1.0000
16 1.0000 | 0.9996 | 0.9998 | 0.9998
17 1.0000 1.0000 | 1.0000 | 1.0000
18 1.0000 1.0000 | 1.0000 | 1.0000
19 0.9997 | 0.9889 | 0.9943 | 0.9878

performance. Meanwhile, the proposed scheme is more cost-friendly and has lower risk of
over fitting due to its simple structure.

4.3. Simulation results for IEEE 118-bus system. Table 5 shows the architecture
of LD-MMokE used in this subsection. The number of trainable parameters is 121,044,
which is about 7.31 times of that in Subsection 4.2. It is worth noting that the number of
measurements in I[EEE 118-bus system is 180, which is 9.47 times of 19 in IEEE 14-bus
system. The growth rate of the trainable parameters of the proposed scheme is slower
than that of the system scale, so LD-MMOokE is suitable for large-scale smart grid in reality.

Figure 2 shows the learning curve of LD-MMoE for IEEE 118-bus system. The curves
of training loss and validation loss are also very smooth, which proves that LD-MMOoE is
suitable for large-scale smart grid. Figure 3 shows the histogram of Precision, Recall,
F1-score, AUC of LD-MMOoE for IEEE 118-bus system, respectively. The four metrics
of the proposed scheme are higher than those in [7], even slightly higher than those for
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TABLE 5. Architecture of LD-MMOoE for IEEE 118-bus system

Stage Type Neurons | Output size | Trainable parameters
0 Input 180 180 x 1 0
1 FullyConn 128 128 x 1 23,168
2 Experts 4x8 4x8 4,128
3 Towers 180 x 8 180 x 8 93,748
4 Sigmoid 180 180 x 1 0
80
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F1GURE 2. The learning curve of LD-MMokE for IEEE 118-bus system
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F1GURE 3. The histograms of metrics for LD-MMoE in IEEE 118-bus system

IEEE 14-bus system in Subsection 4.2. Since larger systems have more measurements and
more information can be used to train the model, above simulations show the LD-MMoE
performs better in larger system.
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5. Conclusions. This paper has formulated the locational detection of FDI attacks as
a multi-task classification problem and designed an LD-MMoE scheme as a multi-task
classifier. In order to effectively extract the strong correlation between all measurements
related to the attacked states, a shared bottom is combined with the original MMoE
model. Simulations in the IEEE 14-bus system and 118-bus system show that the training
process of LD-MMOoE in large-scale smart grid are very stable and the growth rate of the
model’s trainable parameters is slower than that of the system scale, which prove that LD-
MMokE performs well for large-scale smart grid. In future work, the topology information
of the system will be used to efficiently extract information for locational detection of
data integrity attacks.
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