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Abstract. Crowd counting is a popular study that offers beneficial applications in var-
ious fields. Despite the benefits, developing a crowd counting application with high accu-
racy is challenging because of the variation in the training images, such as the density of
the crowd, the perspective distortion, and the camera position. To address this challenge,
a better crowd counting method needs to be developed. In this study, we propose a deep
learning method based on UNet++ for crowd counting. We used VGG as the backbone
and add the Scale Pyramid module as the transition between VGG and UNet++. The
result of the experiment reveals that our proposed method achieved state-of-the-art per-
formance in the ShanghaiTech Part A dataset with an MAE of 54.8 and an MSE of 85.4.
Keywords: Crowd counting, Deep learning, Transfer learning, UNet++

1. Introduction. The application of computer vision is massively deployed in real-world
cases, especially in developing countries [1]. Among the sub-field of computer vision,
crowd counting is one of the most prolific generators of real-world applications. Examples
include camera surveillance, seeing the crowd of a place, traffic, and the estimated number
of people in a place. Many factors influence crowd counting such as the weather condition
[2], the crowd density [3], the people size variation [4], and the camera placement [5,6].
The common datasets for crowd counting are ShanghaiTech Part A and B [7], World
Expo [8], UCF CC 50 [9], UCSD [10], and Mall dataset [11]. Among those datasets,
the state-of-the-art method for ShanghaiTech Part A dataset has noticeably large MAE
(Mean Absolute Error) and MSE (Mean Squared Error) [12].

The method used for crowd counting is dominated by the use of Convolutional Neural
Networks (CNN) [13] and Generative Adversarial Networks (GAN) [14]. Several methods
have a higher level of accuracy compared to the previous method such as the Adaptive
Dilated Self Correction (ADSCNet) method [15]. This method produces an MAE of 55.4
and an MSE of 97.7 in the ShanghaiTech Part A dataset. In the image, crowd counting
has a human shape pattern. The high density of people makes the people shown in the
picture only the head, this also forms a pattern of uniformity. In the image, the cerebral
tissue also has pattern tissue that has uniformity. In researching cerebral tissue images
using UNet++, it produces segmentation with a dice score of 0.91 [16], so this method is
suitable for use in crowd counting. This method is widely used for segmentation in the
medical field, such as making architecture for segmenting medical images [7,8].

Because of the similarity between image segmentation and crowd counting, we proposed
to use UNet++ for crowd counting. To enhance the performance of UNet++ for scale
variation, we added the Scale Pyramid module [6] between the backbone and the UNet++
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head. The backbone we used is a pretrained VGG [18], which is suitable for transfer
learning in crowd counting [15]. The transfer learning approach is employed in this study
because it has shown a benefit to improve deep learning models in various domains [19,20].
The proposed method achieved 54.8 MAE and 85.40 MSE.
The rest of the paper is organized as follows: Section 2 presents the related work,

Section 3 presents the preparation and methodology of results, Section 4 presents the
outcome and discussion, and the final section holds the conclusion.

2. Related Work.

2.1. Crowd counting methods. CNN architecture is a deep learning architecture that
is often used in crowd counting. Liu et al. [21] used Context-Aware Network (CAN)
that makes it possible to detect based on context by getting contrast from the image and
used in training and detection processes, making it possible to divide the type of image
based on color contrast such as weather. Sindagi and Patel [22] used the Hierarchical
Attention-based Crowd Counting Network (HA-CCN) method. This method overcomes
the disadvantages that previous methods using multi-scale were not effective for crowd
counting. Scale determination used features obtained from image extraction. Next is
Ma et al. [23] by using the Bayesian Loss (BL) method. This method used an entropy
map that makes a density map use the color of the entropy so that the color is warmer,
the density is higher. Then there are also Shi et al. [24] who use the Counting with
Focus for Free (CFF) method. This method combines the Focus from segmentation
method with Focus from global density which combines segmentation map with density
map and produces an annotation map. The results have higher accuracy than using only
one method that tends to have different accuracy in different datasets. Next, Chen et
al. [25] used Scale Pyramid Network (SPN). What distinguishes this method from other
neural networks is that they use multiple scales in each image. However, not only that,
they use different kernels for each scale, so the size of the kernel affects the scale. Then
there is also research by combining the Scale Preserving Network (SPN) method with the
Learning to Scale Module (L2SM) [26]. L2SM gets input in the form of a density map
generated by the previous SPN method. Other researchers, namely Liu et al. [27] used
the Deep Structured Scale Integration Network (DDSINet) method. The method uses
three subnetworks, namely by making two scales that are lower than the original image
scale for training. The function of conducting training on data with different scales is also
to vary the scale of the training process so that it can also do crowd counting at different
scales.
Sindagi and Patel [28] used the Multi-level Bottom-up and Top-Bottom Fusion (MBT-

TBF) method. In this method, they add layers at the time of the fuse so that the fuse
becomes multi-level or has a second fuse layer. So, the fuse layer from the bottom-top and
top-bottom will be connected to the final layer. Whereas Cheng et al. [2] used the Spatial
Awareness Network (SPANet) method. The method adds a feature extraction to limit
the background and existing noise so that what is seen or can be recognized is a human
object. The method also conducts training in parallel as a branch called multi-branch
architecture. Regression, which is a method of estimation, is also used in crowd counting
research such as that conducted by Xiong et al. [29]. They detect the test interval values,
and then take the median as the value from the density map. Yan et al. [30] prioritize per-
spective estimation, and the goal is to get a good perspective and better scale detection.
Furthermore, the development was carried out by Bai et al. [15] by using the adaptive
dilated convolution method and adding a self correction module to make corrections to
the resulting density map values. This method succeeded in reducing the MAE value
from the previous method.
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2.2. UNet++. UNet++ is a method that is often used in deep learning in medical re-
search such as Electron Microscopy (EM) image segmentation in the brain which aims
to understand brain networks [16], architectural development for segmentation in med-
ical images [31], and began to develop research in other fields such as change detection
[17]. Change detection research involves detecting changes in ground level from satellite
imagery. This research compares the results of segmentation before and after changes
that occur in the soil surface. UNet++ is a nested or systematic iteration of the UNet
architecture and consistently outperforms UNet and wide UNet [31].

3. Proposed Method.

3.1. Dataset. We used ShanghaiTech Part A [7] in this study. Table 1 shows the statis-
tics of the ShanghaiTech Part A crowd image dataset for model evaluation. The ground
truth density maps are provided in the dataset file as a CSV file with density value per
pixel.

Table 1. Statistics of ShanghaiTech Part A dataset

Dataset Type Total images Min Max Mean
ShanghaiTech A Train 300 32 3,135 541
ShanghaiTech A Test 182 65 2,255 433

The training dataset contains 300 images. The number of people ranged between 32
and 3,135 people with an average of 541 people. The testing dataset contains 182 images.
The number of people ranged between 65 and 2,255 people with an average of 433 people.
With the size of the ShanghaiTech Part A dataset, it is assumed to be large enough for
a downstream task like crowd counting. The size of the dataset needs to be considered
because it plays an important role in the performance of a trained deep learning model
[32].

3.2. Deep learning architecture. Our proposed method is UNet++ with VGG back-
bone and Scale Pyramid module as the transition between VGG and UNet++. The
advantage of our method is combining the Scale Pyramid module that can generate vari-
ations of image scales with UNet++ that can segment objects with the same pattern.
Figure 1 shows the training process of our proposed method that used UNet++ with a
VGG backbone and the Scale Pyramid module. Repetition is performed on each image
used for training. Each image will be taken with a pixel value and then converted to a
grayscale value which will then be input for subsequent processing. The grayscale result
will take the value of each pixel and turn these values into the input layer. The first pro-
cess at the input layer is to pool the layers on the VGG backbone first. The output layer
from VGG will be the input layer for the Scale Pyramid module. In the Scale Pyramid
module, CNN conducted parallel with dilation 1, 12, 24, 36 and the average pool. The
five layers will be concatenated into one layer. In addition, the results of the previous
VGG backbone are also inputted to the Contextual module.

The results of the concatenate of the five previous layers will be combined with the
results from the Contextual module layer and become one output layer before becoming
the input layer in the UNet++ layer module, which will be upscaling with a scale of 8
times. Upscaling is made to equalize the dimensions with the dimensions of the first input
image of 576× 768 and it is easy to downscale.

The result of the upscaled becomes the input layer on UNet++ which is marked with
the x0,0 symbol. At L1 it is shown that x0,0 as the input layer is executed downsampling to
x1,0, then concatenate between x0,0 and x1,0 which has been upscaled by 2 times to x0,1, and
this result becomes the first output. L2 is equal to L1 with the addition of downsampling
from x1,0 to x2,0. After that, concatenate between x1,0 and x2,0 which has been scaled up



78 MARCELLINO, T. W. CENGGORO AND B. PARDAMEAN

Figure 1. UNet++ with Scale Pyramid module

to 2 times to x1,1. Concatenate is done again between x0,1 with x1,1 which has been up-
scaled times 2 to x0,2, and this result becomes the second output. L3 is equal to L2 with
the addition of downsampling from x2,0 to x3,0. After that, concatenate between x2,0 and
x3,0 which has been upscaled by 2 times to x2,1. After that, do the concatenate between
x1,1 with x2,1 which has been up the scale times 2 to x1,2. Concatenate is executed again
between x0,2 with x1,2 which has been upscaled times 2 to x0,3, and this result becomes
the third output. L4 is equal to L3 with the addition of downsampling from x3,0 to x4,0.
After that, concatenate between x3,0 and x4,0 which has been upscaled by 2 times to x3,1.
Then do the concatenate between x2,1 with x3,1 which has been up the scale times 2 to
x2,2. Next do the concatenate between x1,2 with x2,2 which has been up the scale times
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2 to x1,3. Concatenate is executed again between x0,3 and x1,3 which has been upscaled
times 2 to x0,4, and this result becomes the fourth output. The output layer is marked
with the L symbol. This output layer becomes the density map of the UNet++ method.
The density map is calculated to obtain the density count value from the image.

3.3. Evaluation metric. For crowd counting, Mean Absolute Error (MAE) and Mean
Squared Error (MSE) are two metrics widely adopted to evaluate the performance as
shown in Equations (1) and (2) where n is the total number of the testing images, fi and
γi are the estimated count and the ground truth count of the ith image respectively. In
particular, fi is calculated by summing the approximate density map values.

MAE =
1

n

n∑
i=1

|fi − γi| (1)

MSE =
1

n

n∑
i=1

(fi − γi)
2 (2)

4. Experimental Results. Table 2 shows four samples of original images, ground truth
density maps with the density map derived from the UNet++ method. The first column is
the original image testing ShanghaiTech Part A dataset. The second column is the ground
truth density map provided by the dataset. The third column is the density map that is
generated from the UNet++ model. The density of people in the image is visualized in a
jet color map, which more intense red color indicates more density and more intense blue
color indicates less density. In the case of monochrome print, more density is indicated

Table 2. (color online) Comparison density map ground truth and UNet++

Original image Ground truth UNet++
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with a lighter color. The number of people is obtained by adding up the density value.
As shown by the visualization of the results of the UNet++ density map, it approximates
the visualization of the ground truth of the density map.
Table 3 shows the MAE and MSE comparison result between the top five previous meth-

ods and the UNet++ method for ShanghaiTech Part A dataset. The best performance
is styled with bold and the second best is styled with bold italic. Our proposed method
achieved the best MAE and MSE compared to the top 5 previous methods. Specifically,
our proposed method improves the MAE of the previous state-of-the-art method, ADSC-
Net, from 55.40 to 54.80, or 1.08% relatively. Our proposed method also improves the
MSE of the previous state-of-the-art method, PGCNet, from 86.00 to 85.40, or 0.70%
relatively.

Table 3. Performance comparison for ShanghaiTech Part A dataset. The
best performance is styled with bold and the second-best performance is
styled with bold italic.

Method MAE MSE

MBTTBF-SCFB [28] 60.20 94.10

SPANet+SANet [2] 59.40 92.50

S-DCNet [29] 58.30 95.00

PGCNet [30] 57.00 86.00

ADSCNet [15] 55.40 97.70

UNet++ (Proposed method) 54.80 85.40

5. Conclusions. Our proposed method successfully reduces MSE and MAE among the
methods from previous studies for ShanghaiTech Part A dataset. The proposed method
achieved 54.80 MAE and 85.40 MSE. The MAE is improved from the previous state-
of-the-art method, ADSCNet, which achieved 55.40 MAE. Additionally, our proposed
method also has a better MSE than the previous state-of-the-art method, PGCNet, which
has 86.00 MSE. Relatively, our proposed method improves the performance of MAE and
MSE for the ShanghaiTech Part A dataset from the previous state-of-the-art method by
1.08% and 0.70%, respectively. A promising future direction is to employ guided filtering
[33] to reduce noises in the images for improved performance. It has been proved to
increase performance for vehicle counting [34].
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