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Abstract. Detecting side-effects or Adverse Drug Reaction (ADR) from social and
medical reviews is a new research that caught several researchers’ attention. A wide range
of opportunities can be achieved through extracting such entities from evaluating medical
products to improve customer satisfaction. In the previous studies, extracting ADRs was
depicted through a common approach that is intended to exploit informative keywords
that occasionally appeared along with the ADRs. However, such keywords require mas-
sive manual annotations. In addition, this keyword utilization seems an unsuccessful
approach with non-formal written reviews. This paper proposes a document embedding
method using Recurrent Neural Network (RNN). The proposed method is intended to
generate a generalized embedding vector for each medical review that can articulate its
context. Three classifiers including Logistic Regression (LR), Support Vector Machine
(SVM), and Näıve Bayes (NB) have been utilized to predict the ADR presence based
on generated embedding vectors by the proposed RNN. Using a benchmark dataset of
medical reviews, the proposed document embedding demonstrated an enhancement in the
F-measure results of NB and SVM classifiers over a baseline study. This enhancement
reflects the efficacy of using document embedding to generalize the contextual features
without using any external knowledge source.
Keywords: Adverse drug reaction detection, Recurrent neural network, Document em-
bedding, Logistic regression, Support vector machine, Näıve Bayes

1. Introduction. With the exponential growth of web 2.0, several domains of industries
became much interested in growing their online business [1]. Enormous online businesses
have become available nowadays where products are being shown and consumers are en-
abled to comment on such products [2]. The review section provides valuable information
where mining consumers’ feedbacks would represent a great opportunity toward deter-
mining user requirements. This would lead to a better understanding of user satisfaction
and would open the door for further improvement [3].

In particular, the medical business domain has taken the optimal advantage of these
reviews to investigate clinical consequences [4]. Assume an online drug store where users
can purchase and comment on a particular medicine. The review section would contain
plenty of significant information that previously was hard to be obtained. In particular,
the side effects or any adverse reaction of a drug can be identified through people who
experienced taking the exact drug [5,6]. This has not been depicted easily in the past in
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which determining the Adverse Drug Reaction (ADR) was requiring much more sophisti-
cated experiments with a large number of volunteers and a long time of execution. Now,
we can have further evaluation of specific drugs when a wide range of people from different
medical situations and medical backgrounds purchase, take and review a particular drug
[7].
Therefore, researchers tend to exploit Artificial Intelligence (AI) for mining medical

reviews to automatically detect ADRs. The process of training the machine was depicted
in two paradigms: first by using rule-based algorithms [8], and second, using machine
learning techniques [9]. The first paradigm aims at preparing a handcrafted set of rules
and conditions that simulate the occurrence of ADR. Whereas, the second paradigm
aims at training machine learning algorithms on an example set of annotated text to
detect the future occurrence of ADR. In particular, the previous studies have widely
examined both rule-based and machine learning techniques through an approach called
Trigger Terms (TTs). Such an approach is intended to exploit informative keywords
that have considerable adjacent occurrence with the ADR terms. For instance, the ADR
“headache” is probably occurring with keywords such as “have”, “suffer”, and “got”. In
the literature, TTs are stored in a predefined list and represented through different N-
gram adjacent terms to help both machine learning techniques and rule-based to predict
the occurrence of ADRs. Relying on TTs would be insufficient especially when regular
users express their feedback within simple and non-formal written language. Therefore, it
is necessary to consider a method that does not rely on TTs where semantics and contexts
can be interpreted even in a non-formal manner.
This paper aims to take the advantage of recent Natural Language Processing (NLP)

techniques particularly the embedding vectors generated by specific architectures of Neu-
ral Network (NN). In specific, a document embedding method based on Recurrent Neural
Network (RNN) will be proposed in this study. After generating the embedding, multiple
machine learning classification methods will be used to predict the occurrence of ADRs
including LR, SVM, and NB. Results of classification showed that the proposed document
embedding using RNN has contributed toward improving the accuracy of both NB and
SVM compared to the traditional TTs exploitation by a baseline study.
The structure of the paper can be seen as: summary of related work depicted in Section

2, an illustration of the proposed RNN document embedding represented in Section 3,
the experimental results and their analysis addressed in Section 4, and lastly, the final
conclusion is depicted in Section 5.

2. Related Work. The literature has depicted different ways of detecting ADRs, for
example, Yu et al. [10] proposed an approach that utilizes N-gram compounds in which
the unigram (i.e., single terms) and bigram (i.e., sequence of adjacent terms) are being
exploited to detect the occurrence of ADRs. The N-gram approach has been utilized by
two classifiers including NB and SVM to predict the occurrence of ADRs.
On the other hand, Pain et al. [11] utilized an approach known as Trigger Terms (TTs)

which aims at exploiting keywords that frequently occur with ADRs. The authors have
examined a collected data from Twitter where the hashtags represent the TTs. For
predicting the ADRs occurrence, the authors have utilized the SVM classifier. In the
same regard, Ebrahimi et al. [8] incorporate the TTs approach with a semantic source
called Unified Medical Language System (UMLS) to enrich the TTs with new keywords
for the sake of extracting ADRs. For the prediction task, the authors used two approaches
including SVM classifier and rule-based classifier. Additionally, Plachouras et al. [12] have
also represented an attempt to enrich the TTs through medical Gazetteers for extracting
ADRs from Twitter collected data. For predicting the ADRs, an SVM has been used.
Afterward, most of the related works attempted to extend or enrich the TTs for the

ADR extraction task. For example, Moh et al. [13] utilized a semantic knowledge source
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of SentiWordNet for expanding the list of TTs. In addition, Kiritchenko et al. [14] utilized
domain-specific keywords for enriching the TTs. Whereas, Wu et al. [15] exploited specific
abbreviations to enrich the TTs. Furthermore, Yousef et al. [9] utilized syntactic patterns
along with Mutual Information (MI) to extract the most frequent patterns that might
occur with the ADRs. The authors then used multiple classification methods including
LR, SVM, and NB to predict the occurrence of ADRs based on the extracted patterns.
Similarly, Zhang et al. [16] exploited the syntactic aspect to generate pairs of TTs for the
sake of ADR extraction. Pandya et al. [17] have exploited the Electronic Health Records
(EHR) from emergency departments where plenty of ADRs occasionally occurred. Such
exploitation of EHR was aimed to generate new TTs.

From the literature, one could notice that TTs have been a major approach that has
been used to extract ADRs. Relying on TTs would be insufficient especially when regular
users express their feedback within simple and non-formal written language. Therefore, it
is necessary to consider a method that does not rely on TTs where semantics and contexts
can be interpreted even in a non-formal manner.

3. Proposed Method. As depicted in Figure 1, the proposed method’s framework is
composed of three phases. The first phase addresses the dataset that will be used in
the experiments which consist of medical reviews collected from medical online shopping
stores. The second phase represents the core contribution of this study where the pro-
posed RNN document embedding will take a place. In particular, RNN will process the
text documents of the medical reviews to generate embedding vectors where D refers to
the documents and f denotes the embedding feature with a dimension of m× n. Conse-
quentially, the third phase represents the actual prediction of the ADRs occurrence based
on the generated document embedding vectors. For this purpose, three machine learning
classification methods are being used including LR, SVM, and NB.

3.1. Dataset. This study utilizes a dataset consisting of medical reviews which have been
collected by Yates and Goharian [18]. The dataset focuses on the review section of mul-
tiple drugs online shopping stores and drug inquiries websites such as askapatient.com,

Figure 1. Proposed method’s framework
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drugs.com, and drugratingz.com. The dataset is composed of independent documents
where each document denotes a review by a user where he/she described his/her ex-
perience and feedback about a particular medical product. Every document has been
annotated by ‘0’ or ‘1’ where the first class refers to the absence of ADR, while the latter
class refers to the presence of ADR. Table 1 depicts a sample of the dataset.

Table 1. Dataset’s sample

Review documents Text Class label ADR
D1 Joint pain in fingers 1 “Pain”
D2 Some relief in joint 0 −
D3 Some wrist and fingers pain 1 “Pain”

As depicted in Table 1, some documents contain ADR such as D1 and D3 where the
word ‘pain’ has appeared; therefore, the documents have been annotated as ‘1’. While
D2 states a fact without mentioning any ADR; therefore, it has been annotated as ‘0’.

3.2. The proposed RNN document embedding. Before the RNN process and sim-
ilar to the traditional Word2Vec architecture for word embedding, the documents will
undergo a one-hot encoding that aims at obtaining initial vectors of such textual docu-
ments [19]. One-hot encoding is intended to address the distinctive terms within the text
documents and represent them as columns and rows where the population of such a ma-
trix are the correspondences among terms which leads to a sparse matrix. Let us assume
the three documents in Table 1, and the one-hot encoding of terms can be depicted in
Table 2.

Table 2. One-hot encoding

joint pain in fingers some relief wrist and
joint 1 0 0 0 0 0 0 0
pain 0 1 0 0 0 0 0 0
in 0 0 1 0 0 0 0 0

fingers 0 0 0 1 0 0 0 0
some 0 0 0 0 1 0 0 0
relief 0 0 0 0 0 1 0 0
wrist 0 0 0 0 0 0 1 0
and 0 0 0 0 0 0 0 1

In the traditional Word2Vec, the resulted sparse matrix will be processed via a feed-
forward neural network architecture to predict a target term [20]. However, in the RNN
document embedding architecture, the document itself will undergo a one-hot encoding,
too. Table 3 depicts the one-hot encoding for documents.

Table 3. One-hot encoding for documents

joint pain in fingers some relief wrist and
D1 1 1 1 1 0 0 0 0
D2 1 0 1 0 1 1 0 0
D3 0 1 0 1 1 0 1 1

As shown in Table 3, every document has been addressed in terms of containing the
distinctive terms. Hence, each document has now an initial vector. Now, both terms’
vectors and documents’ vectors will be processed via the RNN architecture. Figure 2
depicts an example of processing the first document in Table 1 where the vectors of terms
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Figure 2. RNN document embedding architecture

(Table 2) inside such a document will be fed to the RNN architecture along with the
document vector itself (Table 2) to get its embedding.

Similar to the traditional neural network architecture, RNN is composed of three layers
including the input, hidden, and output layers as shown in Figure 2. Additionally, RNN
contains a special layer called the context layer or memory layer [21]. This layer stores
information about the current input in which the next input can use such information.
Now, as shown in Figure 2, the vector of each term (‘joint ’, ‘pain’, ‘in’) within D1 (except
the target term ‘fingers ’) will be processed through the input layer as context terms.
This has been accompanied by the document vector itself. The output layer denotes
the vector of the target term (‘fingers ’) where the aim is to predict its vector. Typical
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to the learning within any neural network, the weights will be initiated randomly and
adjusted through Backpropagation learning. Yet, the output of the hidden layer will be
fed to the context layer in which the output of such context layer will be recursively
back to the hidden layer. This is to avoid any possible vanishing or exploding gradients
[22,23]. Lastly, once the architecture starts to predict outputs with reasonable accuracy,
the hidden neurons’ values will resemble the document embedding of D1. Table 4 depicts
the hyperparameters selected for the RNN architecture. The values of hyperparameters
in Table 4 have been brought from the study of Lau and Baldwin [24] where these values
demonstrated better performance compared to others. To implement the RNN document
embedding parameters, the Python library of Doc2Vec has been brought from the Python
package of Gensim [25].

Table 4. RNN document embedding hyperparameters

Parameter Value
Vector dimension 300
Number of epochs 100

Alpha 0.025
Minimum count 5

3.3. ADR prediction. Once the document embedding vectors for all the medical review
documents are being generated by the proposed RNN, multiple machine learning classifiers
including LR, SVM, and NB will be trained on such vectors and tested by predicting the
presence of ADR. These classifiers have been selected to facilitate consistent comparison
against the baseline of Yousef et al. [9]. In addition, the same training and the testing
splitting ratio of 70%-30% has been followed.

4. Results. Once each classifier finishes the prediction, the common information retrieval
evaluation metrics including precision, recall, and F-measure will be used to assess the
results of the prediction. To compute the precision, the following equation will be used
[26,27]

Precision =
TP

TP + FP
(1)

where TP denotes the True Positives, which corresponds to the case when the classifier’s
prediction matches the actual class. Whereas, FP denotes the False Positives, which
corresponds to the case when the classifier’s prediction tells that there is an ADR presence
within the document, while it does not. On the other hand, to compute the recall, the
following equation will be used

Recall =
TP

TP + TN
(2)

where TN denotes the True Negatives, which corresponds to the case when the classifier’s
prediction tells that there is no presence of ADR within the document, while it does.
Lastly, the F-measure denotes the harmony between precision and recall and it can be
calculated through the following equation:

F-measure = 2× Precision× Recall

Precision + Recall
(3)

F-measure is considered to be the overall accuracy of the prediction; therefore, the results
will be represented by it. In addition, a comparison is accommodated against the baseline
of Yousef et al. [9] who used Trigger Terms (TTs) via Term Frequency Inverse Document
Frequency (TFIDF) through the three classifiers. Table 5 depicts such results.
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Table 5. Comparison results of F-measure between the baseline and the
proposed methods

Classifiers
Baseline [9]

(TTs via TFIDF)
Proposed

(RNN document embedding)
NB 61% 72%
LR 68% 64%
SVM 69% 71%

As depicted in Table 5, results of ADR prediction for NB showed an outperformance
obtained by the proposed RNN document embedding where the F-measure was 72%
compared to 61% acquired by the baseline. However, for the LR classifier, the results
of the F-measure obtained by the proposed method showed no enhancement. Instead,
it shows lower F-measure of 64% compared to the F-measure of 68% obtained by the
baseline study. This shortcoming occurs because LR can take the advantage of numerous
features, and since the baseline was representing features based on TFIDF, the number of
features would be significantly larger than the features of the proposed RNN embedding
which has a dimension of 300. Yet, the results F-measure for SVM classifier showed
superiority by the proposed RNN document embedding where the F-measure was 71%
compared to 69% acquired by the baseline. The overall results prove that the proposed
document embedding can generalize the contextual features of the medical review without
the need for any predefined list of trigger terms or knowledge sources for the process of
ADR detection.

5. Conclusions. This paper proposed a document embedding method through RNN ar-
chitecture for detecting ADR from medical reviews. Multiple classifiers have been utilized
to predict the presence of ADR including LR, SVM, and NB. Results of prediction showed
that the proposed document embedding was able to improve the accuracy of detection
over a baseline study. In the future direction, incorporating engineered features with the
embedding vectors would contribute toward improving the prediction accuracy.
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