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Abstract. To solve the problem of real-time reasoning, quantitative thinking and the
way of making full use of neighbors and relations in the knowledge graph are introduced to
complete the rapid knowledge reasoning, and realize the relational reasoning based on the
graph attention network. When constructing the knowledge graph, an entity alignment
algorithm based on semantic aggregation and attribute attention is adopted to overcome
the problem of different expressions for the same entity in different data sources. Com-
bine the idea of quantization in knowledge reasoning, comprehensively consider neighbors
and relation information, complete relation reasoning by changing the multi-head atten-
tion non-linear function and loss function, perform the non-linear transformation of all
initial input values, map the results to a certain range, and reduce computing time. From
the two perspectives of MR and Hits@k (k = 1, 3, 10) evaluation indicators and the
relation between loss value and the number of iterations, the experiment results show the
proposed algorithm has better performance than the other four methods including TransE,
ComplEx, ConvE, and the relational graph convolutional network (R-GCN).
Keywords: Knowledge graph, Graph attention network, Entity alignment, Quantitative
method

1. Introduction. The continuous development of knowledge graphs (KG) has an increas-
ing impact on applications such as information retrieval and recommendation systems [1].
At present, the general large-scale KG such as Freebase [2], NELL [3], and WordNet [4]
have developed rapidly. Domain knowledge graphs are also rapidly emerging. However,
whether it is a general KG or a domain KG, it is usually incomplete. There are many
missing links between entities, which severely restricts the performance improvement of
many downstream tasks.

The knowledge graph is a relational network obtained by connecting all different types
of information [5], and it provides the ability to analyze problems from the perspective of
“relation”. There are many entity pairs and relations in the knowledge graph, but due to
the update iteration and incompleteness of the data, the constructed knowledge graph is
destined to be incomplete. Similarly, much hidden information cannot be easily found in
the knowledge graph. Relational reasoning can better discover hidden information.

Currently, the reasoning based on distributed representation learning represented by
the TransE and the reasoning on the basis of a neural network with R-GCN as a common
method is the research focuses. The reasoning method based on distributed representation
learning is mainly to find a mapping function to map the symbolic representation to the
vector space for numerical representation, thereby reducing the dimensionality disaster
while capturing the entity and implicit association between relations, and the calculation

DOI: 10.24507/icicel.16.11.1215

1215



1216 Y. ZHANG, Z. DU AND R. LI

speed is fast [6]. The reasoning method on the basis of a neural network mainly utilizes the
learning and generalization ability of the neural network to model the knowledge graph
tuple.
Specifically, the TransE [7] has low accuracy in dealing with complex relations when the

triple information is insufficient, but it cannot accurately infer entities with the same rela-
tion. The ComplEx [8] is effective for handling complex relations, but it does not consider
neighbor information. The ConvE [9] is a link prediction model expressed by multi-layer
nonlinear features, which utilizes few parameters and lacks interaction in reasoning. The
R-GCN [10] adopts graph convolutional neural networks for reasoning. The experiment
results of this model are unstable and have poor real-time performance.
The proposed method considers the neighbor information by introducing the idea of

quantification. The convergence speed is accelerated, and the results are more stable. The
main contributions of this paper are as follows.
1) Given the heterogeneity of crawled data, the complex calculation of entity alignment,

and the lack of prior alignment data, this paper adopts an entity alignment algorithm
based on semantic aggregation and attribute attention.
2) Aiming at the problem of slower convergence caused by insufficient considering of

entity neighbors and relations in the process of knowledge graph reasoning, this paper
proposes a relational reasoning algorithm based on a graph attention network.
The rest is arranged as follows. The entity alignment method of semantic aggregation

and attribute attention is described in Section 2. The proposed relational reasoning algo-
rithm based on the graph attention network is introduced in Section 3. Section 4 shows
the experiment results and analysis. The conclusions are stated in Section 5.

2. Entity Alignment Method Based on Semantic Aggregation and Attribute
Attention. Entity alignment is a complex, time-consuming, error-prone task, and lacks
prior alignment data. In response to the problems, this paper adopts an entity alignment
algorithm based on semantic aggregation and attribute attention.
Entities and relations are embedded in encoding, that is, a range of numbers is randomly

generated for vectorization, and function calculations are utilized in the algorithm. The
entity alignment algorithm mainly introduces attention to aggregation, and adopts the
attribute weight calculation method in [11]. The score value is calculated by Equation
(1). The loss function is determined by Equation (2).

f(r + t, h) =
∑
rij∈R

∑
tij∈E

(rij + tij)−
∑
rij∈R

µrijhi (1)

L =
∑

(h,r,t)∈S

∑
(h′,r,t′)∈S′

[γ + f(r + t, h)− f (r + t′, h′)]
+

(2)

where [x]+ = {0, x} represents the maximum value between 0-x, γ > 0. The above entity
alignment algorithm is used for experiment on the lung cancer dataset. The evaluation
index adopts the accuracy rate and recall rate. The embedding dimension of the design
entity and relation in the experiment is d = 100, the boundary γ = {0.5, 1.0, 1.5}, and
the maximum batch size n = {500, 1000, 1500, 2000, 2500, 3000}, when the experiment
parameters are selected as γ = 1.0 and n = 3000, the alignment algorithm has the best
effect.

3. Relational Reasoning Algorithm Based on Graph Attention Network.

3.1. Problem definition. Before defining the problem, the relevant mathematical sym-
bols are given. [X] represents the integer set {1, 2, . . . , X}. The text gives the represen-
tation of the knowledge graph: G = {(h, r, t)}, where the head entities h ∈ [Ve], relations
r ∈ [Vr], and tail entities t ∈ [Ve], Vr is the number of relations in the knowledge graph,
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and Ve means the number of entities. If entities are uniformly represented by e, and
relations are represented by r, the k-dimensional embedding vectors are represented by e⃗
and r⃗, respectively.

Definition 3.1. Knowledge graph G. Knowledge graph is a directed graph, denoted as
G = {E,R, T}, nodes are entities, and edges correspond to triple facts ⟨h, r, t⟩. Each edge
r of ⟨h, r, t⟩ indicates there is a relation r from h to t. E and R respectively represent
the entity collection and the relation collection, and T represents a set of fact triples.
Therefore, the G can also be expressed as G = {E,R, T} = {⟨h, r, t⟩|h, t ∈ E, r ∈ R}.
Definition 3.2. Relational reasoning. Given the G and support set S ∈ {⟨h, r, t⟩} of
entities h, t, a relational reasoning task: given ternary ⟨h, ?, t⟩, reasoning “ ?”.

3.2. Algorithm description. A graph attention network is one graph neural network,
which mainly assigns different weights to the neighbors of each node. Inspired by the in-
formation processing mechanism of humans in cognitive science, the attention mechanism
is introduced into the graph neural network to improve the processing efficiency of the
network. The core of the graph attention network is the attention mechanism, and the
key of the attention mechanism is to assign different weights to different nodes.

The proposed method mainly considers the influence of neighbors in the knowledge
graph on the embedding representation. Based on the graph convolutional neural network,
an attention layer is added, and the neighbors of each node are assigned different weights
according to the characteristics of the node neighbors. Calculate the attention value, in
accordance with the idea of weighted summation for the attention mechanism, calculate
the new embedding representation of the entity (node), and use the new embedding of
the entity for reasoning. This reasoning method only relies on entities and neighbors in
the scoring function and ignores another important information in the knowledge graph,
namely relation, which is also a problem in many current reasoning models.

The presented reasoning algorithm combines the quantification idea, and still considers
the two important structural information of the known relation between the neighbors of
the triplet and the entity, which more accurately expresses the embedding of the triplet,
and makes the inference more accurate. The quantization idea in the paper is mainly
embodied in the original data encoding process. By mapping the vectorization tuples
within a certain range, the running speed is improved. Through changing the nonlinear
function of multi-head attention, the problem of non-zero average value is avoided, the
loss function is changed, and the convergence time is shortened. The flowchart of the
relational reasoning algorithm based on the graph attention network is shown in Figure
1.

Figure 1 shows the execution time of the relational reasoning algorithm is affected by
the number of iterations and the loss value. The greater the number of iterations, the
more unstable loss value and the longer the execution time, and vice versa. Among them,
neighbors and relations are particularly important in the calculation of the loss value, so
the time complexity of the proposed algorithm is O(d∗(Ne+Nr)), where d is the number
of iterations, Ne represents the number of input entities and neighbors, and Nr is the
number of relations.

The real-time performance is reflected in the convergence time of the loss value. The
quantization method is to map the vectorization value to a certain range through a non-
linear function. The algorithm appropriately adjusts the multi-head attention nonlinear
function and changes the loss function while considering neighbors and relations.

The input layer includes three embedding matrices, which are the original triple en-
tity embedding matrix E, the neighbor entity embedding matrix H, and the relation
embedding matrix R of the connected entities. The output layer is the new embedding
representation processed by the attention layer. The three embedding matrices adopt
non-linear transform as shown in Equation (3). According to [12], the mapping method
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Figure 1. Flowchart of the relational reasoning algorithm based on graph
attention network

is similar to the binarization method. This paper maps the range to 0/1.

p = 1/
(
1 + eh∗w

)
(3)

where h represents the input vector, w is the weight value, and p represents the floating-
point mapping value. The value obtained by Equation (3) is compared with a threshold
value of 0.5, and the value is mapped to 1 if the value is greater than this value, and the
value is mapped to 0 if the value is smaller than the value.
To obtain the new embedding of the entity ei and learn the embedding representation

of the neighbors, this paper concatenates the mapping values of the entities, neighbors,
and relations, and obtains the initial embedding representation through linear changes,
and the calculation is shown in Equation (4).
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e⃗ijk = W1

(
e⃗i; h⃗j; r⃗k

)
(4)

e⃗ijk is the vector representation of triples. The vector representations of head entity, tail

entity and relation are e⃗i, h⃗j and r⃗k, respectively, and W1 is linear transition matrices.
According to [13], the calculation equation is shown in Equation (5).

bijk = LeakyReLU (W2 · cijk) (5)

where ‘·’ represents a product operation, and bijk is the attention value from entity i to
entity j and whose relation is k. The attention value is unified and normalized to achieve
better weight distribution, and the relative attention value is calculated by Equation (6).

αijk = softmax xjk (bijk) = exp (bijk)

/∑
n∈Nl

∑
r∈Rm

exp (binr) (6)

Nl represents the neighbors of the entity ei, and Rm is the relation set connecting the
entity ei and entity hj. The new embedding of the entity ei is the sum of the embed-
ding representations of each triplet, weighted according to its attention value, and the
preliminary new embedding is calculated by the tanh function, as shown in Equation (7).

x⃗′
i = tanh

∑
j∈Nl

∑
k∈Rij

αijk · c⃗ijk

 (7)

The algorithm adopts a multi-head attention mechanism, and each layer separately
learns the vector representations of different entities and then connects them. The calcu-
lation is shown in Equation (8), and || indicates the connection operation with the same
meaning as the symbol in the second subsection.

x⃗i =
M

||
m=1

tanh

(∑
j∈Nl

αm
ijkc

m
ijk

)
(8)

In this paper, the score function is shown in Equation (9), using different measures of
L1-norm to embed the relation, where different measures of L1-norm can be calculated

by dtij =
∥∥∥e⃗i + r⃗k − h⃗j

∥∥∥
1
. Adopt Equation (10) as the loss function of the training model.

f
(
tkij
)
=

(
M

||
m=1

ReLU
([

e⃗i, h⃗j, r⃗k

]
∗ wm

))
·W (9)

L =
∑

tkij∈{s}

log

1 + ef(t
k
ij) +

∑
tkij∈{s}

log
(
1 + e−f(tkij)

)+
λ

2
∥W∥22 (10)

In Equation (9), M represents the number of cores, wm represents the weight of the
m-th convolution kernel, ∗ is the convolution operation, andW is the linear transformation
matrix. In Equation (10), λ is the learning rate, and s is the valid triplet.

4. Experiment.

4.1. Experiment dataset. The experiment data adopt the lung cancer dataset con-
structed in [14], NELL-995, WN18RR and FB15k-237, as shown in Table 1. The datasets
have a sufficient number of triples and similar structures, which can be used for relational
reasoning tasks. In Table 1, #Rel and #Ent represent the number of relationships and
entities. #Train, #Valid and #Test are training, validation and test datasets, respective-
ly.

For all datasets, the stochastic gradient descent (SGD) method is adopted in the experi-
ment for small batches, and the maximum iterative training is 1000 times. Three common
evaluation indicators are used including average ranking (MR) and Hits@k (the ratio of
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Table 1. Experiment datasets

Datasets #Rel #Ent #Train #Valid #Test
ClinicalM 188 14499 78657 5000 5000
NELL-995 200 75492 149678 543 3992
WN18RR 11 40943 86835 3034 3134
FB15k-237 237 14541 272115 17535 20466

valid test triples in the top k). Like the TransE, a self-confrontation sampling strategy
[15] is used to replace its head entity or tail entity to generate all possible negative triples.

4.2. Experiment and analysis. Four classic methods such as TransE, ComplEx, ConvE
and R-GCN are adopted as comparison methods. In the four methods, the input triples
are embedded and coded, that is, converted into vectors, and then inferred. The first
three scoring functions are closely related to the entities and relations of the input triples.
R-GCN not only considers the input triples, but also adds its neighbor information. The
proposed method is similar to the above four methods in this respect, but the initial
reasoning in this paper is to quantify the input value that is mapped to a certain range
and change the multi-head attention function to improve the expressive ability of the
network.
The four classical reasoning methods are compared with the presented reasoning al-

gorithm in relational reasoning tasks. If there are damaged triples in the triples of the
knowledge graph, that is, the triples are correct, it should be reasonable for such triples
to be ranked before the original triples. To eliminate the influence of this factor, in the
experiment, before getting the ranking of each test triplet, these “disturbing” damaged
triples were removed from the training set, validation set, and test set, thereby ensuring
the damage triplet. Tuples do not belong to any datasets. This operation is called a Filt
operation, and the one that has not been processed is called a Raw operation. In the two
experimental settings, a lower MR and higher Hits@k mean better experiment results.
Table 2 and Table 3 respectively show the results of relational inferences on the four
datasets for the Filt operation and Raw operation. The bold scores in the table indicate
the best inference result, and the slope scores show the second-best inference result.
Table 2 shows the results of TransE, ComplEx, ConvE, R-GCN and the proposed

algorithm on the NELL-995 and WN18RR. The proposed algorithm is more accurate
on the NELL-995. The result of removing the “disturbing” triplet is better than that of
not removing it. After the Filt operation, the inferred result is the highest score. The
value of MR is 2056, and the values of Hits@1, Hits@3, and Hits@10 are 45.5%, 54.3%,
and 60.9%, respectively. ConvE ranked second in the evaluation index Hits@10, with
the highest Hits@10 being 63.3%. On the WN18RR, the performance of the proposed
algorithm is poor, and it is not even ranked in the top two on Hits@1 and Hits@3. The

Table 2. Relational reasoning results on the NELL-995 and WN18RR

Datasets NELL-995 WN18RR

Algorithms
MR

Hits@k (%)
MR

Hits@k (%)
@1 @3 @10 @1 @3 @10

Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw
TransE 2100 2100 34.4 34.9 47.2 47.4 50.1 50.6 2300 2436 4.27 4.92 44.1 42.67 53.2 51.97
ComplEx 4600 4730 39.9 40.4 52.8 53.3 60.6 60.8 7882 8018 40.9 42.55 46.9 45.47 53 52.77
ConvE 3560 2098 40.3 40.8 53.1 53 63.3 61.8 4464 4600 43.9 41.55 47 45.57 53.1 51.57
R-GCN 7600 7600 8.2 8.7 12.6 12.8 18.8 19.3 6700 6836 8 8.65 13.7 12.27 20.7 19.47
The

proposed
algorithm

2056 2210 45.5 44 54.3 50.5 60.9 61.4 540 676 15.6 16.25 31.2 29.77 53.1 51.87
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Table 3. Relational reasoning results on the FB15k-237 and ClinicalM

Datasets FB15k-237 ClinicalM

Algorithms
MR

Hits@k (%)
MR

Hits@k (%)
@1 @3 @10 @1 @3 @10

Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw Filt Raw
TransE 323 501 19.8 30.42 40.5 38.83 44.1 42.71 6.76 22.06 0.4 2.5 0.67 0.55 0.88 0.65
ComplEx 546 724 19.4 19.22 29.7 40.03 45 43.61 2.44 17.74 72.8 74.9 80.5 80.38 90.1 87.87
ConvE 230 408 30.6 19.42 34.1 32.43 52.96 51.57 8.96 24.26 73.5 79.6 82.16 82.04 90 87.77
R-GCN 600 778 10 9.82 18.1 16.43 30 28.61 25.88 41.18 2.5 4.6 8.8 8.68 31.6 31.37
The

proposed
algorithm

245 423 22.5 22.32 37.6 35.93 49.7 54.31 1.99 17.29 80.1 78.2 90.1 89.98 92.4 89.17

main reason is that there are many entities in the dataset, but there are few relations,
and the auxiliary information provided is also the corresponding reduction.

From Table 3, this reasoning ability of the proposed algorithm is better than the other
four methods. The experiment results of the Filt operation are better than those of
the Raw experiments. For the Filt operation, on the FB15k-237, the MR value and
Hits@k value of the ConvE method are better than the proposed algorithm. The presented
algorithm ranks second, but it is similar to the ConvE method. On the new dataset
ClinicalM, the presented algorithm is significantly better than the other four methods.
The values of MR, Hits@1, Hits@3, and Hits@10 are 1.99, 80.1%, 90.1%, and 92.4%,
respectively. Observing the inference scores of the four datasets, it performs better on the
new dataset ClinicalM, and shows the presented algorithm is more suitable for reasoning
in the specific fields.

To further analyze the effect of the relational reasoning algorithm based on the graph
attention network, the relation between the loss value and the number of iterations is
given. This paper sets 1000 iterations, and averages the loss value every 100 iterations to
obtain a graph of the loss value with the number of iterations as shown in Figure 2.

Figure 2. The relation between the loss value and the number of iterations

It can be seen that as the number of iterations increases, the loss value gradually
decreases and tends to be stable. During the execution of 200 times, the loss value dropped
sharply, and then stabilized after 300 times. The loss values on the four datasets are
similar, and the loss value is the lowest on the ClinicalM, which is 79.53.

From the MR, Hits@k (k = 1, 3, 10) and the relation between loss value and the num-
ber of iterations, the proposed algorithm has better performance, especially suitable for
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knowledge graph reasoning in the specific fields such as other disease knowledge graph rea-
soning and financial domain knowledge graphs. These knowledge graphs have rich known
relations and are more beneficial to accurately mining hidden relations.

5. Conclusions. This paper adopts an entity alignment algorithm based on semantic
aggregation and attributes attention to solve heterogeneous problems. Aiming at the
current reasoning algorithms without making full use of the knowledge graph entities and
relations, and the real-time reasoning, a relational reasoning algorithm based on a graph
attention network is proposed. Compared with other reasoning models, the proposed
algorithm has advantages in reasoning in the specific fields. Future can consider the
influence of paths on real-time knowledge reasoning, and realize the reasoning of complex
relations.
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