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Abstract. In non-photorealistic rendering (NPR), which converts photographic images
into non-photorealistic images such as paintings and illustrations, many studies on NPR
that imitate patterns in human society and nature have been conducted. We proposed
an NPR method for generating point-light-style (PLS) images from photographic images.
The proposed method is executed by an iterative calculation using two types of peripher-
al difference filters with different window sizes and can automatically generate the PLS
patterns according to changes in edges and shade of photographic images. To verify the
effectiveness of the proposed method, an experiment was conducted using various pho-
tographic images. An additional experiment was conducted to visually confirm the PLS
images generated by changing the iteration number and window size.
Keywords: Non-photorealistic rendering, Point light, Peripheral difference filter, Win-
dow size, Automatic generation

1. Introduction. Non-photorealistic rendering (NPR) is a generic term for computer
graphics techniques [1, 2] that produce non-photorealistic images. Photographs are mainly
used in modern times for the purpose of recording and communicating scenes. However,
non-photorealistic images [3, 4, 5, 6, 7] such as paintings and illustrations are more suitable
for communicating only a part of the scene or for incorporating the intentions of the artist
into the scene. This is because only the necessary information can be deformed and the
extra information can be omitted. On the other hand, there are also non-photorealistic
images [8, 9, 10, 11] that incorporate geometric patterns in human society and nature.
These non-photorealistic images are automatically or semi-automatically generated from
photographic images, videos, and three-dimensional data. For example, in [8], reaction-
diffusion patterns similar to patterns of fish and animals are automatically generated in
Photoshop, in [9], fingerprint patterns are automatically generated using cosine-wave-
weight smoothing filter from photographic images, respectivelly, in [10], cell patterns are
automatically generated using inverse iris filter from videos, and in [11], moire patterns are
automatically generated using bilateral filter and unsharp mask from three-dimensional
data.

In this study, we propose a method for automatically generating point-light-style (PLS)
images from photographic images using image processing techniques [12]. The PLS images
are non-photorealistic images with white dots like light points that are placed throughout
and along the edges of the photographic images. The proposed method is executed by
iterative calculation using peripheral difference filters with different window sizes. In the
process, a smoothing filter is introduced to reduce the change from the photographic
images in areas other than the white dots. To verify the effectiveness of the proposed
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method, we conducted an experiment to visually confirm the PLS images generated by
changing the iteration number and the window size. Furthermore, we experimented with
applying the proposed method to various photographic images.
As a study on NPR using the filter similar to the peripheral difference filter, a method

to generate labyrinth-like images [13] from photographic images has been proposed. The
labyrinth-like images are non-photorealistic images composed of equally spaced lines like
a maze, and the labyrinth-like patterns generated by process using an inverse filter [14]
and the improved Laplacian filters with different window sizes. Although the proposed
method and the conventional method [13] are similar, the difference is that the proposed
method uses a formula that does not use the inverse filter, two types of the peripheral
difference filter, and the smoothing filter.
This paper is organized as follows: the second section describes the proposed method

to generate the PLS images, the third section shows experimental results and reveals the
effectiveness of the proposed method, and the conclusion of this paper is given in the
fourth section.

2. Proposed Method. The proposed method is implemented in two steps using gray-
scale photographic images as input: 1) calculate the absolute values of the difference
between the peripheral difference filtered values with the different window sizes, where the
absolute values of the difference are smoothed; 2) convert the images using the absolute
values. By repeating the two steps, PLS images are generated. The flow chart of the
proposed method is shown in Figure 1.

Figure 1. Flow chart of the proposed method

The detailed procedure of the proposed method is as follows.

Step 0: The input pixel values for the spatial coordinates (i, j) of a grayscale photo-
graphic image are denoted by fi,j . Subsequently, the pixel values of the image at

the tth iteration number are denoted by f
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where k and l are the positions in the window. Note that Equation (1) has an
absolute value and Equation (2) has no absolute value. Equation (1) obtains the
absolute value of the difference between the target pixel value and the average of the
pixel values in the window (W1) excluding the target pixel. Equation (2) obtains the
difference between the target pixel value and the average of the pixel values in the
window (W2) excluding the target pixel.

The values h
(t)
1,i,j and h

(t)
2,i,j are respectively calculated from the values g

(t)
1,i,j and

g
(t)
2,i,j using the smoothing filters with the window size W1 in the following equations:
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Equations (3) and (4) obtain the averages of the pixel values g
(t)
1,k,l and g

(t)
2,k,l in the

window (W1 and W2), respectively.

The values s
(t)
i,j are calculated using the values h
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1,i,j and h
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2,i,j in the following

equations:
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where s
′(t)
min,i,j and s

′(t)
max,i,j are the minimum and maximum values of s

′(t)
i,j , respectively.

Equation (5) obtains the absolute value of the difference between the values h
(t)
1,i,j

and h
(t)
2,i,j. Equation (6) converts the value s

′(t)
i,j from 0 and U − 1.

Step 2: The output pixel values f
(t)
i,j at the tth iteration number are calculated using

the values s
(t)
i,j in the following equation:

f
(t)
i,j = fi,j + s

(t)
i,j (7)

where f
(t)
i,j must be set to U − 1 if f

(t)
i,j is greater than U − 1.

A PLS image is obtained after Steps 1 and 2, which involve T iterations.

3. Experiments. This paper mainly conducted two experiments. First, the experiment
with changing the values of the parameters in the proposed method was conducted us-
ing the woman’s image shown in Figure 2, and the way of generation of PLS patterns
was confirmed visually. Next, the experiment was conducted using various photographic

Figure 2. Woman image
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Figure 3. Various photographic images

images shown in Figure 3, and PLS images were confirmed visually. All photographic
images used in the experiments comprised 512 ∗ 512 pixels and 256 gradations.

3.1. Experiment with changing parameters. PLS images generated by changing
the iteration number T were visually confirmed using the woman’s image. The iteration
number T was set to 5, 10, 20, and 40. The other parameters W1 and W2 were set to
1 and 3, respectively. The PLS images generated under these conditions are shown in
Figure 4. As the iteration number T increased, the PLS patterns became clearer.

(a) T = 5 (b) T = 10 (c) T = 20 (d) T = 40

Figure 4. PLS images generated by changing the iteration number T

PLS images generated by changing the window size W1 were visually confirmed using
the woman’s image. The window size W1 was set to 1, 2, 3, and 4. The other parameters
T and W2 were set to 40 and 5, respectively. At this time, the window size W2 needs to
be set larger than the window size W1, so the window size W2 is set to 5. The PLS images
generated under these conditions are shown in Figure 5. The larger the window size W1,
the larger the size of the PLS patterns and the darker the PLS patterns in the region far
from the edges of the woman’s image.

(a) W1 = 1 (b) W1 = 2 (c) W1 = 3 (d) W1 = 4

Figure 5. PLS images generated by changing the window size W1
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PLS images generated by changing the window size W2 were visually confirmed using
the woman’s image. The window size W2 was set to 2, 3, 4, and 5. The other parameters
T and W1 were set to 40 and 1, respectively. At this time, the window size W1 needs
to be set smaller than the window size W2, so the window size W1 is set to 1. The PLS
images generated under these conditions are shown in Figure 6. The larger the window
size W2, the larger the size of the PLS patterns and the clearer the PLS patterns in the
region far from the edges of the woman’s image.

(a) W2 = 2 (b) W2 = 3 (c) W2 = 4 (d) W2 = 5

Figure 6. PLS images generated by changing the window size W2

From the above, to clearly express the PLS patterns, it is necessary to set the iteration
number T to 40 times or more in an image of 512 ∗ 512 pixels. To express the size of the
PLS patterns larger, it is necessary to set the window sizes W1 and W2 to be larger. To
clearly express the PLS patterns in the region far from the edges, it is necessary to set
the window size W1 to be smaller and the window size W2 to be larger. The window size
W1 needs to be set smaller than the window size W2.

3.2. Experiment using various photographic images. The proposed method was
applied to four photographic images shown in Figure 3. Since PLS patterns were visually
recognized well in the previous experiments, the parameters T , W1, and W2 were set to
40, 1, and 3, respectively. The PLS images generated under these conditions are shown
in Figure 7. In all cases, the PLS patterns could be automatically generated according
to changes in the edges and shade of photographic images. In addition, the PLS patterns
could be placed throughout and along the edges of the photographic images.

Figure 7. PLS images

4. Conclusions. We proposed an NPR method for automatically generating PLS images
from photographic images. The proposed method was executed by an iterative calculation
using two types of peripheral difference filters with different window sizes. To verify the ef-
fectiveness of the proposed method, we conducted experiments using various photographic
images. Using the proposed method, the PLS patterns could be placed throughout and
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along the edges of the photographic images. In addition, the size of the PLS patterns
could be altered by changing the window size.
Future studies include extending the proposed method to applications involving color

photographic images, videos, and three-dimensional data.
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