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ABSTRACT. The UAV must have the capability for automatic stabilization to maintain its
position. Automatic stabilization estimates the roll and pitch angle that makes the UAV
Sfully autonomous. We can use Al and computer vision technology for UAV stabilization.
In this study, a horizon detection system will be designed to obtain data on the orientation
of the UAV relative to the earth’s horizon using AI and computer vision. We proposed
a method to detect the horizon line with U-Net semantic segmentation, find the horizon
line candidate using dilation and bitwise operation AND, and find the horizon line by
linear regression equation. Based on the evaluation of the horizon line detection test on
2 test videos, the average IOU value for the segmentation of the land area is 0.96. For
the horizon line, the root mean squared error (RMSE) value for the roll is 8.51 degrees
and for pitch is 18.28%. The results of the semantic segmentation of the land area show
a good performance.

Keywords: Horizon detection, Semantic segmentation, UAV attitude, Roll, Pitch

1. Introduction. Unmanned aerial vehicles (UAVs) have developed rapidly in recent
years. Many applications have been using UAVs to help humans work in various ways,
such as scientists who collect research data and engineers who create integrated tech-
nologies such as aerial surveys, and objects [1]. A simple UAV should be able to do
autonomous things like flying, hovering in the air, or navigating without input from the
pilot. A UAV should also own the ability for automatic stabilization and maintaining
position. Automatic stabilization estimates the roll and pitch angle that makes the UAV
fully autonomous. The rapid development of Al and computer vision technology can now
be used for UAV stabilization [2]. Based on image processing from the camera mounted
on the UAV it can be used to estimate the attitude of the UAV. One way is to detect the
horizon line. Based on the detected horizon line, roll and pitch angles can be determined
to maintain the balance of the UAV.

Various previous studies have utilized horizon detection in several applications. Hori-
zon line detection can benefit UAVs’ obstacle detection and navigation systems. Several
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approaches that have been used to detect horizons are intensity-based clustering and k-
means clustering (3], polarization-based segmentation [4], a combination of canny edges,
hough detectors and particle swarm optimization (PSO) algorithms [5].

In [6], graph-based segmentation has carried out horizon line detection. The weight
calculation of the edges and the merging criteria of related domains were modified. Then
horizon line was extracted using line segment detector (LSD), clustering, Ransac and
length-weighted average on the sky-ground boundary. Carrio et al. [7] proposed horizon
detection on thermal images for attitude estimation. The methods they offered are the
infinite horizon method and the ConvNet-based method. The two proposed methods are
proven valid for UAV attitude estimation by providing root mean squared (RMS) errors
below 1.7°. In the maritime industry, horizon detection is also carried out in marine zone
video surveillance [8,9].

Semantic segmentation is the process of classifying each pixel of an image as a class
label to understand the image on a per-pixel level. Semantic segmentation is an important
stage for some applications, such as biomedical image segmentation [10] and autonomous
driving [11]. Marcellino et al. [12] used U-Net++ as a semantic segmentation method
for crowd counting and has a better mean squared error (MSE) than previous studies for
ShanghaiTech Part A dataset. Gunawan et al. [13] used semantic segmentation of aerial
imagery (SSAI) and SegNet models for road and building extraction. SegNet’s perfor-
mance, in this case, obtained better results than the SSAI model. Semantic segmentation
can be applied to horizon line detection by distinguishing between the sky and the ground
in the image obtained when the UAV is flying.

In this study, a horizon detection system will be designed to obtain data on the orienta-
tion of the UAV relative to the earth’s horizon using Al and computer vision. This horizon
detection system will be run on a single board computer (SBC). We propose calculating
roll and pitch using a combination of the U-Net semantic segmentation method and dig-
ital image processing methods. The rest of this paper is organized as follows. Section 2
describes UAV platform, dataset and methods used in this paper. Section 3 describes the
proposed horizon detection system. Section 4 describes the experiment and result of the
proposed method. Finally, Section 5 presents the conclusion of this paper.

2. Materials and Methods. In this section, we present materials and methods that we
use in this study.

2.1. UAV platform. Figure 1 shows the UAV platform. This UAV is also used in the
video data retrieval process for the dataset. This UAV is made using a composite hard foam
core material with a single tail boom configuration, high wing tapper, and conventional
stabilizer.

FIGURE 1. UAV design (left); UAV platform (right)

2.2. Dataset. The flight of the vehicle to retrieve data is carried out several times and
different weather conditions such as morning, afternoon, evening, sunny, and cloudy. Data
acquisition takes video using a Raspi camera embedded in the unmanned aerial vehicle
(UAV). The video will record the horizon line from takeoff to landing. The video will
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be saved on Raspberry Pi. Then, the set of frames is labelled using Labelbox (https://
labelbox.com/). The label is a segmentation of land and sky in each frame. The dataset
used in this study consists of 2102 images measuring 480 x 480 pixels. Then the data is
resized into a smaller size. The data will be divided into 1608 training data (80%) and
404 test data (20%). Figure 2 shows some examples of images in the dataset.

—

FIGURE 2. Dataset’s sample images

In this study, ground truth was created manually and anotated as land area. Then
do the border extraction to get the horizon line. The gradient and constant values of
the horizon line are calculated from the horizon line. Based on the gradient values and
horizon line constants, the roll and pitch values can be obtained as described in the roll
and pitch calculation method section. The roll and pitch values will become the ground
truth for this study’s roll and pitch data.

2.3. Methods. The horizon detection system on the UAV aims to detect the horizon
line to obtain data on the orientation of the UAV relative to the earth’s horizon using
Al and computer vision. This orientation data is expected to back up the IMU sensor
and assist the control system on the UAV. This horizon detection system is run on an
SBC connected to the flight controller. The SBC is also equipped with a camera and Al
accelerator. Figure 3 shows block diagram of Al support. The horizon detection process
is separated into four steps.

1) Semantic segmentation. Semantic segmentation is carried out on the input image
taken from the camera facing the front of the UAV. Semantic segmentation aims to detect
the position of the sky and ground in the image. This process is carried out using a
U-Net-based deep learning algorithm that has previously been trained using a labelled
dataset. U-Net was chosen because it provides more precise segmentation results in a
small number of training sets and provides fast processing speed with relatively small
input sizes [11]. This is in accordance with this study which uses a small dataset with
a small image size and requires fast processing speed to detect the horizon line so that
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FiGURE 3. Block diagram of Al support
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the UAV can automatically stabilize and maintain position. The training and testing
processes are shown in Figure 4. The U-Net architecture training process is carried out
to obtain an architectural model with a high IOU value. Furthermore, the architectural
model is tested using data testing. If the IOU value obtained is less than 0.5, retraining
is necessary. The output of this stage of a binary image shows the sky and the ground
area (Figure 5).

mage dataset
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" Architecture model
mage data Resize image capture)

training data
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into train and Sky and Land No Yes | Re-Training
validation Segmentation (Modification)
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Segmentation
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FIGURE 4. Training stage (left) and testing stage (right) of U-Net

FIGURE 5. Semantic segmentation result

2) Border extraction. In the second stage, the boundary line between the sky and
the ground is extracted using bitwise operations on the image. At this stage, dilation
morphological operations are also performed to reduce noise in the image obtained in
the semantic segmentation process. The output of this stage is a line that represents the
horizon line in the image. Figure 6 shows the results of this stage.

FIGURE 6. Border extraction result

3) Linear regression. In the third stage, linear regression is performed on the border
extraction result to obtain the line equation. The line that has been obtained from the
previous step is not straight, so it is necessary to do linear regression to get the slope (m)
and constant (c), which will be used to calculate roll and pitch. The line formed from
the previous process consists of a collection of pixels with specific coordinates. The pixel
coordinate values are then used as input data to obtain a linear regression equation that
matches the existing pixel distribution. Figure 7 shows the results of creating a regression
line on the current border data.

4) Roll and pitch calculation. Roll and pitch measurements were carried out after
obtaining border data from the linear regression stage. The measure aimed to ensure
the UAV was always at the center of gravity of the horizon line. The UAV has degrees
of freedom of movement in the air, consisting of the longitudinal, vertical and lateral
axes. The meeting point of these axes is the CG (center of gravity) in the stability and
manoeuvrability of the aircraft [14]. The manoeuvres include
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(a) Rolling, the motion of the aircraft about the longitudinal axis using ailerons.
) Pitching, the movement of the aircraft about the lateral axis by using an elevator.

(¢) Yawing, the movement of the aircraft about the vertical axis using the rudder.
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FiGURE 7. Horizon line from border data in regression linear stage

The calculation of roll and pitch used in this study uses the following approach:
e Roll angle (a). The roll angle is obtained using a trigonometric function. If we

look at Figure 8, we can find the relation of trigonometric function (y/x = tan «),
horizon line (m) and roll angle. So to find the roll angle, we can use @ = y/x. By
using the slope-intercept form of a line (y = max + ¢), we assume the value of ¢ = 0
because the roll angle is not affected by the intercept, so we get m = y/x. If we
substitute this equation to o = y/z, we get a = m.

Horizon line

FicUrg 8. Illustration of the horizon line in the trigonometric plane

Pitch (0). The concept used in calculating the pitch is to calculate the position of
the horizon line on the frame with width w and height A in the center point of the
frame as the 0 point or reference point. Assume Figure 9 is a camera captured frame
with a red line as the result of the detection of the horizon line and the blue dotted
line being the center line of the frame. To get the pitch value, the midpoint of the
frame is used, namely at the w/2 position in the horizon line equation. So it can be
illustrated as Figure 9(c).

The equation (m - (w/2) + ¢) returns a value indicating the position of the horizon line.

However, the position is not based on the reference point or the midpoint of the frame.
So it is necessary to give an offset of h/2. Please note that the pitch angle will be positive
if the aircraft is in a takeoff position (facing the sky) which makes the horizon line in the
frame below the midpoint; otherwise, if the aircraft is in a landing (facing the ground)
position the horizon line captured by the camera is above the middle point of the frame.

So we need an offset equation that can adjust these conditions as shown in Equation (1)

where y,gse; 1S line equation with offsite. Figure 9(d) shows illustration after giving offset.
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FIGURE 9. (a) Illustration of a horizon line frame captured at the user’s
point of view; (b) the camera’s point of view; (¢) representation of the center
point of the frame against the horizon line to get its position on the vertical
axis; (d) giving offset to shift the value 0

Equation (1) still depends on the frame size, where the value will change if the frame
size changes in different systems. So it is necessary to generalize so that it can be used on
all systems with various frame sizes, by using a percent scale. The results of the previous
equation will be divided by the frame size h/2 so that regardless of the frame size, the
resulting pitch value will remain the same. Thus, the pitch value can be calculated by
Equation (2), where 6 is pitch value in percent, m is horizon line gradient, w is width of
input image in pixel, h is height of input image in pixel and c is intercept horizon line.

Yoffset = (m-(w/2) +¢) = h/2 (1)
0 = (Yoggset/ (h/2)) x 100% (2)

2.4. Evaluation matrix. In the case of object detection, the evaluation metric used is to
measure how close the detected bounding box is to the ground truth bounding box. The
detection results are correct if the area and location of the ground-truth bounding box and
prediction bounding box are the same. The result can be assessed using the intersection
over union (IOU), a measurement based on the Jaccard index, a similarity coefficient for
two sets of data [15]. Figure 10 shows an illustration of the IOU. IOU measurements were
carried out in this study on the segmented land area and ground truth land area.
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FIGURE 10. Illustration of the IOU [15]

3. Horizon Detection System. Figure 11 shows a flowchart of our proposed horizon
line detection system for UAV. This diagram will not explain how the training process is
carried out but will capture the horizon image after obtaining the training model. First,
the system will load the training dataset model so that the system does not need to do
training every time the program is run. Then the program must first access the camera
to get the image. If the camera cannot be accessed, the program will stop and must be
done to ensure no damage to any components used.

After the image from the camera is obtained, each frame will go through several stages
before getting the horizon line. First, the structure will go through a preprocessing step
where the size will be adjusted to the size of the dataset, change the colour space from
BGR to RGB, and normalize. The results of the preprocessing frame will be predicted
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F1GURE 11. Horizon line detection system flowchart

FiGURE 12. The result of horizon line detection system

to obtain land and sky segmentation data. The two segmentation results will then be
processed to get a line of intersection between them by a dilation process and a bitwise
AND. A line of the corner will be obtained between the two segmentations.

Furthermore, linear regression is applied to obtaining slope (m) and constant (c), cal-
culating roll and pitch. After the roll and pitch data is received, a line will be drawn on
the frame and the two data to facilitate debugging (Figure 12). Then, the frame will be
displayed on the screen. At the end of the system, the camera will capture the frame
processed from the beginning. This process is carried out continuously until the program
is terminated.

4. Experiment and Result. Making a model for segmentation is done by a training
process. Three-way data process the dataset splits where the dataset is divided into test
set, training set, and validation set. The training set and validation set are used at the
model selection stage. The epoch value depends on the convergence process of the model,
while the batch value is selected based on the value of the virtual ram, while the learning
rate value is used as the default value 1. The image size used is 128 x 128 because the
computation process is faster than 256 x 256, so the U-Net training process is carried out
using some of the best parameters: epoch 50, batch size 32, learning rate 1. Figure 13
shows the training process results. The orange is the predicted output result, the blue is
the training result, and the red is the validation result in the training phase. The condition
is stable at the 50th epoch with accuracy above 95% (Figure 13(a)), in line with the slope
of the loss value and the validation data depicted by the red line. The value is not far from
the blue line, which results from the model evaluation of the training data, indicating that
the model has converged because the test results on the validation data are close to the
training results. The IOU value obtained from the training process reached 0.95 while
the testing process got 0.98 caused by an imbalanced dataset. In the training data, there
are more land classes than sky classes.

Horizon line detection result. The evaluation of the horizon line detection system was
carried out using two new videos. The first video consists of 100 seconds, and the second
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FIGURE 13. (color online) Graph of training and validation results

TABLE 1. Result of IOU, RMSE roll and pitch

IOU | RMSE roll (°) | RMSE pitch (%)
Video 1 | 0.96 13.78 26.06
Video 2 | 0.97 3.23 10.51
Average | 0.96 8.51 18.28

video consists of 95 seconds. The evaluation process is carried out using images sampled
every second. The first video consists of 100 seconds, and the second video consists of 95
seconds. So we have 100 images in the first video and 95 images from the second video.
Table 1 shows the results of calculating the IOU, RMSE roll and RMSE pitch of the two
videos. In the IOU calculation, the land area detected by the system is calculated with
the actual land area. Based on the experimental results, the IOU value in the first video
is 0.96 and the IOU value in the second video is 0.97. An average IOU value of 0.96
was obtained from the two test videos, which shows the results of the overlap area of the
system and ground truth reaching 96%, which means the system can detect the ground
area well.

The next stage is evaluating roll and pitch values based on the system’s horizon line,
which is compared with the ground truth roll and pitch values. Based on the experiment,
the RMSE value from the roll calculation in the first video was 13.78°, while in the second
video, it was 3.23°. The average RMSE roll of the two videos is 8.51°. The RMSE pitch
calculation result from the first video is 26.06%, and the second video is 10.51%. The
average RMSE pitch measurement of the two videos is 18.28%. The RMSE average value
of roll and pitch is still quite significant, and this is because the horizon line generated by
the system does not match the horizon line formed from the ground truth area of the land.
The discrepancy comes from a linear regression process that creates a horizon line based
on data from border extraction. Table 2 shows the comparison of the horizon line formed
from the ground truth area of the land (green) and the predicted horizon line (red). In
the first column in Table 2, it can be seen that the red horizon line is very different from
the green horizon line. It is because in the segmentation process, trees are considered
as land areas. The result will impact the suitability of the horizon line formed from the
linear regression stage. In the second column in Table 2, a sample of the system horizon
detection results (red) is shown close to the actual horizon line (green).

Figure 14 and Figure 15 show the predicted roll and pitch data from the system vs
ground truth. From Figure 14, it can be seen that the prediction results for roll values
are very volatile. In the graph, we can see the initial data in the middle of both roll and
pitch. It can be seen that the prediction results (blue line) have a reasonably significant
deviation from the actual roll and pitch values. The horizon candidate fails to process
from a line with a border and next to the linear regression, which affects a more substantial
proportion of the land area.
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TABLE 2. (color online) Comparison of ground truth and horizon line pre-

diction result

1257

Sample 1

Sample 2

Roll prediction vs Roll ground truth

e R0|| Pred  emmRoll True

FIGURE 14. (color online) Comparison of roll prediction and ground truth
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FIGURE 15. (color online) Comparison of pitch prediction and ground truth
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5. Conclusions. Based on the results and discussions that have been obtained, we pro-
pose a method step to detect the horizon line. From the segmentation stage, the IOU
value from the training process reaches 0.95 while the testing process gets 0.98. Further-
more, the results of both frames are post-processing dilation and bitwise operation AND
in order to obtain a candidate horizon line. Furthermore, the candidate horizon line is
processed by linear regression to obtain a horizon line. From the results of the horizon line
detection test on the 2 test videos, the average IOU value for ground area segmentation
is 0.96 and for the horizon line the RMSE value for roll is 8.51 degrees and for pitch is
18.28%. The roll and pitch calculation approach in the proposed method still needs to be
developed to get a low error value for future research. In addition to future work, testing
the calculation of the roll and pitch angle for the attitude UAV with image processing on
the system can be compared with the results of the IMU sensor readings.
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