
ICIC Express Letters ICIC International c⃝2022 ISSN 1881-803X
Volume 16, Number 12, December 2022 pp. 1269–1278

FPGA BASED HIL CO-SIMULATION OF 2DOF-PID CONTROLLER
TUNED BY PSO OPTIMIZATION ALGORITHM

Raaed Faleh Hassan1,2, Ahmed Rashid Ajel1,2, Saad Jabbar Abbas3

and Amjad Jaleel Humaidi4

1Electrical Engineering Technical College
2Department of Control and Automation Engineering Techniques

Middle Technical University
Zafaraniyah, Baghdad 10011, Iraq

{drraaed alanbaki; dr ahmed.r }@mtu.edu.iq

3Department of Computer Techniques Engineering
Al-Rafidain University College

Baghdad 10011, Iraq
saad.jabbar@ruc.edu.iq

4Control and Systems Engineering Department
University of Technology
Baghdad 10011, Iraq

amjad.j.humaidi@uotechnology.edu.iq

Received January 2022; accepted April 2022

Abstract. In this paper, the Two Degree of Freedom – Proportional Integral Derivative
(2DOF-PID) controller has been analyzed and realized using Field Programmable Gate
Array (FPGA). The controller parameters have been determined based on Particle Swarm
Optimization (PSO) algorithm. These parameters have been employed to implement the
controller in discrete-time model using MATLAB/Simulink platform. The implementa-
tion of the controller is extended to employ the Xilinx System Generator (XSG) platform.
This platform is necessary for validating the digital model of the controller and support
to implement the controller in hardware using FPGA. Finally, the FPGA based 2DOF-
PID controller was used in Hardware In Loop (HIL) co-simulation. Both simulation and
experimental results emphasize the effectiveness of 2DOF-PID controller for tracking ref-
erence input and rejecting the disturbance.
Keywords: 2DOF-PID, PSO, XSG, FPGA, HIL co-simulation

1. Introduction. The three terms controller which is known as PID controller became
the most popular controller that is employed in a broad type of control systems in the
last seven decades according to its simplicity, reliability, robustness and effectiveness [1].
Several controllers have been proposed whose work is inspired by the principle of con-
ventional PID controller work, including Fractional Order PID (FO-PID), Higher Order
PID (HO-PID), and Integer Order PID (IO-PID) controllers, etc. [2-4]. Tuning the PID
controller aims to determine the values of its three elements that result in achieved de-
sired response. The remarkable superiority of PID controller is the possibility of intuitive
tuning of its parameters without deep knowledge of control [5]. The basic idea adopt-
ed for tuning the PID controller was proposed by Ziegler-Nichols in 1942 based on the
mathematical formula that describes the PID parameters as functions of some process’s
parameters [6,7]. Ziegler-Nichols method provides acceptable performance for integrating
systems, but indicates poor behavior for high order systems with dominant time delay,
nonlinear systems, and systems with higher uncertainties [7,8]. The optimization meth-
ods have been used for tuning the PID controller in order to improve the performance

DOI: 10.24507/icicel.16.12.1269

1269



1270 R. F. HASSAN, A. R. AJEL, S. J. ABBAS AND A. J. HUMAIDI

of the control system and overcoming the limitations that faced the traditional tuning
methods [9]. In these methods, the best solution is obtained according to exploring the
entire system response and seeking to minimize the predefined cost function. Many differ-
ent optimization methods employed for tuning PID controller have been presented in the
literature, such as Artificial Neural Networks (ANN) [9,10], Fuzzy Logic Control (FLC),
particle swarm optimization, Genetic Algorithm (GA), and many others [11-13].
Recently, the attention to the behavior of the control system to reject disturbances has

become the same degree as the attention to the performance of the system for tracking
the reference signal [7]. In control applications, using the traditional PID controller which
can be described as a one-degree-of-freedom (one closed-loop transfer function) structure,
cannot achieve reference input tracking and disturbance rejection simultaneously [14].
In order to avoid this obstacle, a controller with two degrees of freedom was proposed,
so it became possible to deal with reference signal tracking and disturbance rejection
simultaneously [15-17].
The tremendous development in digital technology and the emergence of microproces-

sors and microcontrollers have inspired the use of digital controller. Generally, the digital
PID has advantages that make it superior to its analog counterpart, the most important
ones of which are low cost, speed and accuracy. Unfortunately, the traditional digital de-
vices suffer from limitations of execution speed and overload for implementing complex
systems [1]. Field Programmable Gate Array (FPGA) becomes the most popular alterna-
tive device for implementing digital systems. This popularity comes from its distinctive
advantages, such as high execution speed due to its parallel processing facility, ease of
construction, and lower power consumption [18-23]. However, realization of digital sys-
tems based on FPGA is quite problematic and needs practice to implement the design
using Hardware Description Language (HDL) [19,21]. Xilinx System Generator (XSG)
has been introduced as an interesting platform integrated with the MATLAB/Simulink
platform to perform an automatic generation of the HDL code. This integrated platform
can be employed for directly realizing the systems prototypes based on FPGA without
the deep experience with the HDL. Moreover, this integrated platform has the ability to
conduct Hardware In Loop (HIL) co-simulation [19,21]. HIL co-simulation is a platform
which enables the validation of the controller design as an actual hardware collaborat-
ed with the process simulated by computer. This allows new controllers to be designed
and tested with simulated systems without the risk of damaging real systems [21]. The
work presented in this paper aims to build a digital 2DOF-PID controller using FPGA
to overcome all the limitations mentioned above. This paper is organized as follows. The
basic principle of the 2DOF-PID controller was presented in Section 2. The principle of
the PSO optimization algorithm and its use for tuning 2DOF-PID controller was clarified
in Section 3. Section 4 includes the implementation details of the control system based
on MATLAB/Simulink and XSG. Simulation and experimental results are presented in
Section 5, and Section 6 includes the conclusions.

2. Two Degree of Freedom PID Controller. The common structure of the 2DOF-
PID controller is shown in Figure 1, where the controller structure contains two sections
Cf (s) and C(s) [15,16]. The first section Cf (s) represents the feedforward controller, and
the second section C(s) is the series or feedback controller. The transfer function Pd(s)
represents the effects of the disturbance d to the controlled variable y. The analog plant
is given as P (s) and the feedback detector is H(s).
The transfer function from the reference input (r) to the y is given as

Yr(s)

R(s)
=

P (s)[C(s) + Cf (s)]

1 + P (s)C(s)H(s)
(1)
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Figure 1. General structure of 2DOF-PID controller

The transfer function from d to y is given by

Yd(s)

D(s)
=

Pd(s)

1 + P (s)C(s)H(s)
(2)

Therefore, the overall system response can be described as follows:

Y (s) =


P (s)[C(s) + Cf (s)]

1 + P (s)C(s)H(s)

Pd(s)

1 + P (s)C(s)H(s)

[
R(s)

D(s)

]
(3)

For unit step of reference input (r) and unit step of disturbance (d), the zero steady-
state errors

essr = r(t)− y(t) = 0|t→∞ (4)

essd = d(t)− y(t) = 0|t→∞ (5)

can be achieved according to the following assumptions:
1) The detector is assumed to be

H(s) = 1, and dm = 0 (6)

2) The disturbance signal is entering to the manipulated variable, i.e.,

Pd(s) = P (s) (7)

Therefore, the resulting reduced structure of the continuous-time control system is
shown in Figure 2, and the system response is given in (8).

Y (s) =


P (s)[C(s) + Cf (s)]

1 + P (s)C(s)

P (s)

1 + P (s)C(s)

[
R(s)

D(s)

]
(8)

where

P (s) =
4.102× 10−5s3 − 1.083s2 − 4.4× 104s+ 9.851× 108

s3 + 5968s2 + 1.09× 107s+ 6.898× 109
(9)

C(s) = Kp

(
1 +

1

TIs
+ TDs

)
(10)

Cf (s) = −Kp(α + βTDs) (11)



1272 R. F. HASSAN, A. R. AJEL, S. J. ABBAS AND A. J. HUMAIDI

Figure 2. Reduced structure of 2DOF-PID controller

In order to obtain the discrete-time governing equations of the control system, the bilin-
ear transformation has been employed for obtaining the discrete-time form of Equations
(10) and (11).

C(z) = C(s)
∣∣
s= 2

T
z−1
z+1

(12)

Cf (z) = Cf (s)
∣∣
s= 2

T
z−1
z+1

(13)

where T is the sampling period and it is set equal to 100 µsec.
Therefore, Equations (12) and (13) will be

C(z) = Kp


(
1 + 2TD

T
+ T

2TI

)
z2 +

(
T
TI

− 4TD

T

)
z +

(
T
2TI

+ 2TD

T
− 1

)
z2 − 1

 (14)

Cf (z) = Kp

[(
α+ 2βTD

T

)
z +

(
α− 2βTD

T

)
z + 1

]
(15)

Re-arrange (14) and (15) to the following forms

C(z) =
Lz2 +Mz + (L− 2)

z2 − 1
(16)

where L = Kp

(
1 + 2TD

T
+ T

2TI

)
, M = Kp

(
T
TI

− 4TD

T

)
Cf (z) =

Nz + (N − 2)

z + 1
(17)

where N = Kp

(
α + 2βTD

T

)
P (z) = P (s)

∣∣
s= 2

T
z−1
z+1

=
0.0001436z−1 + 0.0004951z−2 + 0.000104z−3

1− 2.464z−1 + 2.018z−2 − 0.5488z−3
(18)

From Equations (15)-(18), the following difference equations set can be derived:

x(n) = −x(n− 1) +Nr(n) + (N − 2)r(n− 1) (19)

w(n) = w(n− 2) + Le(n) +Me(n− 1) + (L− 2)e(n− 2) (20)

v(n) = x(n) + w(n) (21)

u(n) = v(n) + d(n) (22)

y(n) = 2.464y(n− 1)− 2.018y(n− 2) + 0.5488y(n− 3) + 10−5(14.36u(n− 1)

+ 49.51u(n− 2) + 10.4u(n− 3)) (23)
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Since the purpose of using this controller is to improve the system’s response to the
reference signal and the disturbance signal at the same time, there must be a criterion to
measure this response and it is called the cost function, which can be described by the
following relationship:

g(n) =
∑
n

|r(n) + d(n)− y(n)| (24)

where g(n) is the integral of the absolute error IAE.

3. Particle Swarm Optimization. Particle Swarm Optimization (PSO) algorithm,
which is designed for optimizing numerical functions [24]. The PSO algorithm arranges
the particles in the search space of the considered function, and each of these particles
determines its current location and the cost function. The next movement of the parti-
cles will be determined according to the combining of some portions of its current and
best locations by those with members that have unpredicted disturbances [24,25]. The
algorithm enters the next iteration when all the particles are moved.

Based on the above, the PSO optimization algorithm needs to state the following pa-
rameters.

D: is the size of the search space.
xi: is the position of the ith particles in the D. xi = (xi1, xi2, . . . , xiD).
vi: is the velocity of the ith particles in the D. vi = (vi1, vi2, . . . , viD).
According to the pre-defined cost function, the best position vector of the particles will

be stated as Pi = (Pi1, Pi2, . . . , PiD), and Pg is the global position vector that keeps track
the best cost function (gbest).

Therefore, the updated velocities and positions of the particles are determined using
the following equations [24,25]:

vid = w × vid + C1r1(Pid − xid) + C2r2(Pgd − xid) (25)

xid = xid + vid (26)

where C1 is the cognitive parameter, C2 is the social parameter, w is the inertia weight
and it is calculated as follows:

w = wmax − (wmax − wmin)

(
iteration no.

maxno. of iterations

)
(27)

One of the main objectives of this paper is to determine the best values of the 2DOF-PID
parameters using the PSO optimization algorithm. To achieve this goal, the difference
equations (19)-(24) are adopted to extract the cost function. Therefore, the task of the
PSO is to minimize the cost function g(n) by searching the best values for L, M , and N .
The PSO algorithm has been implemented using MATLAB and it is configured based on
the parameters shown in Table 1.

Table 1. PSO parameters

Parameter name Value
Size of swarm 1000

Dimension of the problem 3
Maximum iteration 50

Cognitive C1 0.3
Social C2 0.3
wmax 1.2
wmin 0.1
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The values of the 2DOF-PID parameters associated with the gbest are L = 1.1334,
M = 6.3514, and N = 6.9795. These parameters will be employed for realizing and
testing the 2DOF-PID controller based on different platforms.

4. Implementation of the Control System. Firstly, the discrete-time structure of
the control system has been implemented using MATLAB/Simulink platform. The second
implementation stage was the Xilinx System Generator (XSG) that implements the digital
structure of the controller. Finally, the hardware implementation of the digital controller
is achieved using FPGA sp605 evaluation kit and it is employed in HIL co-simulation.
Figure 3 depicts the 2DOF-PID controller configured in structural mode. In this mode,
the controller parameters have been embedded in the difference equations. The controller
structure receives the reference input signal and the error signal, while the disturbance
signal is added externally.

Figure 3. Discrete-time control system with 2DOF-PID controller based
on MATLAB/Simulink

The structural block of the controller was implemented using XSG as shown in Figure 4.
Figure 4(a) shows the complete control system based on XSG, and the detailed structure
of the controller is shown in Figure 4(b). In this work, HIL co-simulation is engaged for
the verification of the 2DOF-PID controller by implementing it on the FPGA hardware
kit and cooperating with the MATLAB/Simulink package.
The implementation process is performed using the co-simulation facility provided by

XSG platform. The hardware digital 2DOF-PID controller is shown in Figure 5. The
controller receives the reference input signal, error signal, and disturbance signal from
the software, and it sends the resulting control signal to the software. The data exchange
between the hardware and software is through the JTAG-USB cable.

5. Simulation and Experimental Results. Simulation has been performed in MAT-
LAB/Simulink environment to validate the performance of the designed 2DOF-PID con-
troller. Two types of reference input signal were employed for validation.
The first one was stepped input signal, while the second was square wave signal. More-

over, a unit pulse signal with duration of 0.5 sec is considered as a disturbance signal.
Figure 6 shows the simulation results of the discrete-time control system with 2DOF-PID
controller using Simulink.
The implementation of the 2DOF-PID controller based on XSG has been also validated

with the same conditions of reference input and disturbance. The simulation results of
these cases are shown in Figure 7.
Figure 8 shows the experimental results obtained when the hardware 2DOF-PID con-

troller using FPGA is employed in HIL co-simulation. The same reference input and
disturbance signals are considered in this process. The results of simulation and exper-
iments confirmed the advantage of this controller from tracking the reference signal and
rejecting disturbance.
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(a)

(b)

Figure 4. Structural mode of 2DOF-PID controller in XSG: (a) Complete
control system; (b) detailed structure

Figure 5. Hardware implementation of 2DOF-PID using FPGA

6. Conclusions. The work presented in this paper concerned with the implementation
of the 2DOF-PID controller based on FPGA. To accomplish this task, the discrete-time
controller was derived and its parameters are extracted using PSO algorithm. Validation
of the discrete-time model of the controller is achieved based on MATLAB/Simulink plat-
form. The XSG was employed to facilitate the implementation of the digital controller
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(a) (b)

Figure 6. (color online) System response with discrete-time 2DOF-PID
controller: (a) Stepped reference; (b) square wave reference

(a) (b)

Figure 7. (color online) System response with digital controller based on
XSG: (a) Stepped reference; (b) square wave reference

(a) (b)

Figure 8. System response with digital controller based on FPGA:
(a) Stepped reference; (b) square wave reference

in real time using FPGA device. The target device was FPGA Spartan 6-sp605 evalu-
ation kit. The simulation and experimental results show the promising functionality of
the 2DOF-PID controller. Also these results verify the effectiveness of this controller for
tracking the reference input and rejecting the disturbance. The use of XSG in an in-
tegrated environment with MATLAB/Simulink facilitates the design and builds reliable
and high-accuracy digital systems with less effort and cost. This study can be extend-
ed to cope with other optimization techniques like Social Spider Optimization (SSO),
Grey-Wolf Optimization (GWO), and Whale Optimization Algorithm (WOA) [26-32].
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