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ABSTRACT. Diabetes mellitus is a metabolic disorder disease that is caused by the pan-
creas being unable to produce insulin or the body unable to use the insulin that has been
produced. Diabetes is dangerous for a person because it can lead to complications of other
diseases and even death. The purpose of this study is to create a more accurate diabetes
prediction model in order to detect diabetes before other complications occur. Ensemble
stacking is proposed to predict diabetes with the help of feature selection, namely Least
Absolute Shrinkage and Selection Operator (LASSO) and Genetic Algorithm. For the
experiment, National Health and Nutrition Examination Survey (NHANES) is used as
the dataset and pre-processed before entering ensemble stacking model. The final result
shows that this ensemble stacking model which consists of Naive Bayes, decision tree and
SVM as the base classifier is able to achieve the highest accuracy of 97.97%.
Keywords: Diabetes prediction, LASSO, Genetic Algorithm, Ensemble stacking

1. Introduction. Diabetes mellitus is a metabolic disorder disease caused by the pan-
creas that cannot produce enough insulin or the body cannot use the insulin produced
efficiently and effectively, resulting in an increase in glucose levels in the blood. This dis-
ease is a chronic disease and the number of patients worldwide is quite large [1]. Diabetes
mellitus is divided into 2 types. Type 1 occurs when the body fails to produce insulin
completely. So this is often referred to as “Insulin Dependent Diabetes Mellitus”. Type 2
occurs when the body cannot use the insulin it produces effectively. This type is referred
to as “Non-Insulin Dependent Diabetes Mellitus”. And the third type is diabetes which
occurs when a pregnant woman receives insulin [2]. Of all people with diabetes, 95% of
them are people with type 2 diabetes, where this percentage will increase every year and
is expected to double in the next 15 years [3]. Diabetes is a dangerous disease because it
can lead to complications of other diseases and even death [4]. So the need here is that
we are able to detect or predict this diabetes before other complications occur.

Studies on the prediction of diabetes have been done quite a lot by applying several
algorithms of machine learning. There are even some studies that use the ensemble model.
In a study conducted by [5], they predict diabetes using the TPASVM (Tree Partitioning
Adaptive Support Vector Machine) algorithm. By using the SMORT technique in par-
titioning the tree, they improved the accuracy around 8.67%. Likewise, what was done
by [6] is that they used the ensemble technique to predict type 1 diabetes. The results
they got were that using the bagging metaregressor method could increase the accuracy
by 4%-6%.
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So the main contribution in this study is trying to evaluate an ensemble stacking model
using the NHANES dataset used in [7]. The ensemble stacking model proposed in this
study is to combine Naive Bayes, decision tree, and SVM as the base classifier. And later
the meta classifier will be compared between the three models and decide which is the
best result as the proposed model. In addition, this study will also use several feature
selection methods that were not used in previous studies, that are LASSO (Least Absolute
Shrinkage and Selection Operator) and Genetic Algorithm in order to increase accuracy
of the proposed model.

This paper is organized as follows. Section 2 reviews the literature in the domain of
diabetes prediction. In Section 3, we introduce the proposed methodology. Then Section
4 discusses results of the experiment. In the end, the conclusion and future work are
presented in Section 5.

2. Related Works. A lot of research on diabetes prediction has been done, especially
using machine learning methods. The implementation of machine learning methods, espe-
cially in predicting diabetes, often uses the Pima Indian Diabetes Dataset [8] or datasets
such as questionnaires [9]. Several studies have implemented simple machine learning
models such as KNN (K-Nearest Neighbor) which outperform several models such as bi-
nary logistic regression and multilayer perceptron with an accuracy of 80% [10]. There
is also a study that used improved Naive Bayes [11] and SVM [29] which achieves an
accuracy of 82.30% for improved Naive Bayes and 76.30% for SVM. In addition, when
implementing this machine learning model, problems that often occur are the number
of data outliers, imbalances in the dataset and also the many dimensions of the dataset
used. IQR (Interquartile Range) and SMOTE (Synthetic Minority Oversampling Tech-
nique) is one solution to prevent this problem [12] which achieves an accuracy of 89.50%
with the C4.5 model. In addition, PCA (Principal Component Analysis) is also used as
a solution to reduce the dimensionality of the dataset used [13,14].

In addition to research that uses simple machine learning methods, there are also studies
that use the ensemble method. Ensemble methods such as the soft voting achieve 79.08%
accuracy [15]. In addition, there is also a study that proposes an ensemble stacking model
that uses AdaBoost as a meta classifier which achieves 90.36% of accuracy [16]. There are
also studies that propose a model called EasyEnsemble [17] and also XGBoost [18]. Just
like the single model, this ensemble method also has several problems, such as too many
dataset dimensions and many unused features. Feature selection methods such as Chi
Square [19] and weighted feature selection [20] are problem solvers, especially for unused
features. In addition, just like the single model, PCA and mRMR (Minimum Redundancy
Maximum Relevance) are used to reduce the dimensionality of the dataset which achieves
an accuracy of 77.21% [21].

Based on all these studies, we know that ensemble technique will significantly increase
the accuracy of the model especially in this diabetes prediction case. So, in this study
we will be using an ensemble technique that is called ensemble stacking and combining
it with feature selection methods such as LASSO and Genetic Algorithm on NHANES
Dataset (2017-2018).

3. Methodology. The experimental process that is proposed in this study can be seen in
Figure 1. This experiment started with data collection, data labeling, data pre-processing
for the three schemes, feature selection (LASSO and Genetic Algorithm), data splitting,
training and evaluating single models, and finally training and evaluating ensemble stack-
ing models.

3.1. Data collection. The dataset used in this study was obtained from a survey con-
ducted to determine the health condition and also the amount of nutrition possessed by
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children to adults in the United States that is called NHANES (National Health and Nu-
trition Examination Survey) dataset. NHANES is a cross-sectional survey that aims at
evaluating the health and nutritional status of Americans [22]. This survey is quite unique
because it combines an interview and a physical examination of a person. The interview
data was examined from a subset comprising adults (age > 18 years) [23]. In this study,
the NHANES data used was in the 2017-2018 and only the laboratory data and question-
naire data will be used. For the number of available attributes when combined between
laboratory data and questionnaire, there are 56 attributes with 8897 total records.

3.2. Data labeling. The data labeling process is carried out with reference to [7]. In
their research, they divided the datasets into three schemas. The first was to classify the
diabetic subjects and the second was to classify the pre-diabetic/undiagnosed diabetic
subjects. In the first scheme, the subject is categorized as diabetic (label = 1) if it meets
the requirements, such as answering “Yes” to the question “Have you ever been told by
a doctor that you have diabetes?” or have a blood glucose level of more than or equal to
126 mg/dL; otherwise it will be categorized as non-diabetic subjects (label = 0). In this
first scheme, there are 1023 diabetic subjects (label = 1) and 7874 non-diabetic subjects
(label = 0). Then on the second scheme, the undiagnosed category (label = 1) is given if
the subject answered “No” to the question “Have you ever been told by a doctor that you
have diabetes?’ and have a blood glucose level of more than or equal to 126 mg/dL, then
the pre-diabetes category (label = 1) if the blood glucose level is between 100 and 125
mg/dL. Specifically for this scheme, all subjects who have been diagnosed with diabetes
will not be included. Apart from this, the subject was categorized as non-diabetic (label
= 0). In this second scheme, there are 1738 pre-diabetic/undiagnosed subjects (label =
1) and 6266 non-diabetes subjects (label = 0). Apart from the division of the scheme as
done by [7], this study will also add 1 more scheme, to classify subjects with diabetes and
pre-diabetic/undiagnosed. This third scheme is like a combination of the two schemes
that have been made previously. So there are 2631 diabetic/pre-diabetic/undiagnosed
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TABLE 1. Label assignments

Classification | Scheme 1 | Scheme 2 | Scheme 3
Diabetic 1 Excluded 1
Pre-diabetic 0 1 1
Non-diabetic 0 0 0
Undiagnosed 0 1 1

(label = 1) subjects and 6266 non-diabetic subjects (label = 0). The corresponding label
assignments for each case are shown in Table 1.

3.3. Data pre-processing. After getting the dataset, the next step is to process the
data to suit our needs. In this case, there are several stages to be carried out, including
handling missing values, normalization and also down sampling.

This missing value handling is done because in this dataset there are a lot of missing
values on several attributes because basically this dataset is a questionnaire so it is very
possible for many missing values to occur. To solve this missing value, an imputation
process will be carried out which uses the mean/mode of each attribute. For some cases
such as questions that can only be answered with “Yes No Question” it is not possible to
use the mean, so the mode of the attribute will be used. Likewise, for the other questions
the mean of the attribute will be used to solve this missing value.

Then after handling the missing value, the data normalization process will be carried
out. The main goal of this process is to limit the value of an attribute to be within a
certain range. Because in this dataset there are several attributes that have values with
a wide enough range so it will reduce the performance of the model that will be created.
Normalization is done by using a defined range between 1-10.

Then the last one is down sampling where this is done because the number of labels
on the data has a quite difference. The down sampling technique used in this research is
bootstrap down sampling. This is done because this method is quite simple and easy to
implement.

3.4. Feature selection. The next process to be carried out is to select features/attributes
that have a high correlation with the labels that have been previously created and then
the other features will be removed [24]. In this study, there are 2 methods that will be
used, i.e., LASSO and Genetic Algorithm.

LASSO (Least Absolute Selection and Shrinkage Operator) is a method used to se-
lect correlated features by combining 2 feature selection concepts, namely filter methods
and wrapper methods. This combined concept is referred to as embedded methods [25].
LASSO is included in one part of linear regression where the difference is in the penalty
term. The penalty term in LASSO is what we can optimize in order to achieve maximum
performance. Parameter selection here is done using the GridSearchCV with total of cross
validation of 10 which looks for the best parameters between 0.00001 to 0.9. Based on
the results, so in this study the penalty term to be used is A = 0.00001.

Genetic Algorithm is one of the algorithms or methods to perform a heuristic search
which is used to search for the most optimal solution [26]. There are several important
processes in this Genetic Algorithm that are initial population, fitness function calcu-
lation, selection, crossover and mutation. And also there are few important parameters
in this Genetic Algorithm such as total generation, total population, crossover rate and
also mutation rate. For the selection of the most optimal parameters, we also use Grid-
SearchCV with total cross validation of 10 for changing the number of population and
generation only. As for the mutation and crossover rate use the default values by the
library, namely 0.9 and 0.1. So based on the results, parameter that will be used in this
study are 30 generation, 30 population, 0.9 crossover rate and 0.1 mutation rate.
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3.5. Data splitting. After the best features have been selected in the previous pro-
cess, then the next step is to separate the training data and also the testing data. The
proportion of training data is 70% and for testing data 30%.

3.6. Training and evaluation. Then the last stage is the training process and also
the evaluation of the model, either single model or ensemble stacking model. The first
process that will be carried out is training on a single model, namely decision tree, Naive
Bayes and support vector machine (kernel = linear, polynomial, RBF, sigmoid). After the
training process is carried out, the results will be evaluated using testing data that has
been split previously by considering 4 performance metrics, namely accuracy, precision,
recall and f1-score.

Finally, single models will be combined to create an ensemble model, namely stacking.
Ensemble model is one of the classification techniques in which multiple classification
algorithms will be combined in order to reduce bias and variance and to improve per-
formance in terms of accuracy [27]. Ensemble stacking model will combine the training
results from several single models (base classifier) and then make them as input to other
models (meta classifier) [28]. In this study, there are 3 base classifiers used, i.e., decision
tree, Naive Bayes and support vector machine. Then the results of the ensemble stacking
model will be evaluated the same as the previous single model. The ensemble stacking
architecture can be seen in Figure 2 below.
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4. Results and Discussion. The first evaluation was carried out on a single model
using the Naive Bayes, SVM and also the decision tree algorithm. Especially for the SVM
algorithm, experiments were carried out using several provided kernels such as RBF,
Linear, Polynomial and Sigmoid. In addition, experiments using this single model were
carried out on the 3 schemes described earlier. The results of the evaluation can be seen
in Table 2.

Based on Table 2, we can see that in scheme 1 the single model has an accuracy that
is not too significant, which is around 94.01% to 94.40% except for the SVM model with
a sigmoid kernel which has an accuracy of only 60.87%. Then in scheme 2, the single
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TABLE 2. Single model evaluation results

Scheme Model Accuracy | Precision | Recall | Fl-score
Naive Bayes 94.01% 99.81% | 88.19% | 93.64%

Decision tree 94.40% 98.66% | 90.64% | 94.48%

1 SVM (RBF kernel) 94.03% 99.86% | 88.19% | 93.66%
SVM (Linear kernel) 94.31% 99.25% | 89.29% | 94.00%

SVM (Poly kernel) 94.10% 99.90% | 88.27% | 93.73%

SVM (Sigmoid kernel) | 60.87% | 62.12% | 55.67% | 58.72%
Naive Bayes 52.66% 51.62% |94.32% | 66.72%

Decision tree 68.80% | 71.16% | 72.90% | 72.02%

9 SVM (RBF kernel) 68.52% 62.23% |95.26% | 75.28%
SVM (Linear kernel) | 68.14% | 62.39% |92.34% | 74.47%

SVM (Poly kernel) 68.75% 62.21% |96.57% | 75.67%

SVM (Sigmoid kernel) | 64.36% 67.43% | 56.41% | 61.43%
Naive Bayes 66.62% | 97.71% | 33.87% | 50.59%

Decision tree 77.39% 56.32% | 58.85% | 73.06%

3 SVM (RBF kernel) 77.98% 55.36% | 58.17% | 72.26%
SVM (Linear kernel) | 78.03% | 64.99% |58.89% | 72.47%

SVM (Poly kernel) 78.00% 65.38% | 58.38% | 72.43%

SVM (Sigmoid kernel) | 66.76% 58.91% |39.90% | 55.08%

model is able to predict with the greatest accuracy achieved by the decision tree model
of 68.80%. Meanwhile, for the highest fl1-score value, the SVM model using a polynomial
kernel is obtained, which is 75.67%. While in the last scheme, namely scheme 3, the single
model achieves the highest accuracy and also fl-score by using the SVM model with a
linear kernel which are 78.03% and 72.47%, respectively. However, there is a significant
difference between precision and recall in the Naive Bayes classifier in scheme 3, which is
about 60% difference. This can happen because this Naive Bayes classifier gives a higher
false negative value so that is why the precision can be higher by around 60% compared
to recall. In these three schemes, the single model is able to achieve the highest accuracy
in scheme 1, namely the decision tree model of 94.40%. This can happen because of the
influence of the dataset which was originally distributed better in scheme 1 so that this
makes the accuracy of the model indeed much higher than in other schemes.

Then the next evaluation is carried out using one of the ensemble models which is
specifically designed to increase the accuracy of a model. The ensemble model is the
stacking model. This ensemble stacking model consists of 2 levels of classifier, the base
classifier and the meta classifier. The base classifier used for this ensemble stacking model
is obtained from all single models that have been evaluated previously. And SVM with
linear kernel will be used as a meta classifier on ensemble stacking model. However,
specifically for the base classifier, the SVM model used will only use a linear kernel. This
is because Table 2 shows that the greatest potential of SVM is in the linear kernel by
achieving a fairly high accuracy compared to other kernels. After evaluating the ensemble
stacking model, the ensemble stacking model will then be added with the feature selection
method. Feature selection that will be used in this evaluation is LASSO and also Genetic
Algorithm. Because the main goal of this stacking ensemble is to increase the accuracy of
the prediction model, Table 3 will show a comparison of each model in several schemes.

Based on the table, it can be seen that in the first scheme, the greatest accuracy of
97.97% is achieved by the ensemble stacking model plus LASSO. Then followed by the
ensemble stacking model plus Genetic Algorithm which is 96.84%. In terms of precision,
the best performance was achieved by the ensemble stacking model of 99.90% and the
lowest performance was obtained by the ensemble stacking plus the Genetic Algorithm
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TABLE 3. Final evaluation results

Scheme Model Accuracy | Precision | Recall | Fl-score
Nailve Bayes 94.01% | 99.81% | 88.19% | 93.64%

Decision tree 94.40% | 98.86% |90.64% | 94.48%

. SVM (Linear kernel) 94.31% | 99.90% |89.29% | 94.00%
Ensemble stacking 94.73% | 99.90% |94.33% | 94.40%

Ensemble stacking + LASSO | 97.97% | 97.94% | 97.23% | 97.95%
Ensemble stacking + GA 96.84% | 96.67% |96.71% | 96.84%

Nailve Bayes 52.66% | 51.62% |94.32% | 66.72%

Decision tree 68.80% | 71.16% |72.90% | 72.02%

5 SVM (Linear kernel) 68.75% | 67.43% |96.57% | 75.67%
Ensemble stacking 71.07% | 72.62% |99.76% | 76.25%

Ensemble stacking + LASSO | 96.63% | 95.58% | 98.42% | 96.20%
Ensemble stacking + GA 88.22% | 86.92% | 88.99% | 87.94%

Naive Bayes 66.62% 97.71% | 33.87% | 50.59%

Decision tree 77.39% 56.32% | 58.85% | 73.06%

3 SVM (Linear kernel) 78.03% 64.99% | 58.89% | 72.47%
Ensemble stacking 79.47% | 93.66% |92.55% | 76.75%

Ensemble stacking + LASSO | 97.62% | 96.44% | 96.32% | 97.20%
Ensemble stacking + GA 93.22% | 93.63% |92.54% | 93.08%

which was 96.67%. In terms of recall, the highest performance is on the ensemble stacking
model plus LASSO of 97.23% and the lowest is on the Naive Bayes model, which is 88.19%.
Then the largest fl1-score value is in ensemble stacking added with LASSO of 97.95% and
the lowest is in Nalve Bayes which is 93.64%. In the second scheme, the greatest accuracy
is in the ensemble stacking model added with LASSO which is 96.63% and the smallest
accuracy is in the Naive Bayes model of 52.66%. Then the highest precision is achieved
by the ensemble stacking model plus LASSO which is 95.58%, followed by ensemble
stacking plus the Genetic Algorithm which is 86.92%. As for recall and also the highest
f1-score it is achieved by the ensemble stacking model plus LASSO at 98.42% and 96.20%,
respectively. In the third scheme, which is the last one, it is dominated by the ensemble
stacking model of its performance. All aspects such as accuracy, recall and also fl-score
except for precision outperformed by Naive Bayes, which is 97.71%. And also, in terms of
the complexity of the algorithm itself, ensemble stacking clearly has a higher complexity
than simple machine learning algorithms. This is because this stacking ensemble has an
architecture that will combine the classification results from several algorithms and be
used as input for other algorithms.

5. Conclusions. This study illustrates how the ensemble stacking model is able to im-
prove performance both in terms of accuracy and from other aspects of the model to
predict diabetes when compared to a single model. In addition to this ensemble stack-
ing model, there is an important role of the feature selection method as well to improve
the performance of the model. This study proposes a method using ensemble stacking
in which several single models are used, namely Naive Bayes, support vector machine
and decision tree which are then added with feature selection methods, namely LASSO
and Genetic Algorithm. This stacking ensemble is able to increase the accuracy with an
average of 0.66% when compared to the single model. However, if added with feature
selection LASSO or Genetic Algorithm, the accuracy of the ensemble stacking model is
able to achieve an accuracy of around 97% in the three schemes.

For future work, there is still a lot that can be explored further in this research, such as
the type of ensemble model used, the combination of single models in it, and especially the
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use of larger and up-to-date datasets that can be a challenge in future research because
of the limitations of the datasets used in this study.
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