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Abstract. This research proposed a cultural heritage content retrieval by convolution
neural network. The cultural heritage content in case of Thai’s architecture was retrieved.
In this research, the main contribution was to develop a classification algorithm for re-
trieving information from a cultural heritage image for telling a story inside that image.
The cultural heritage in the case of Thai’s archaeological site architecture was created,
including the story of the archaeological site through the learning of machine learning
and image processing. The interesting information inside the cultural heritage image
was retrieved to present to the interested people who are interested in its contents. The
appearance of the shape inside image can be used to distinct the characteristics of im-
age, for example, the era, architecture and style of images. We analyze the experimental
results of cultural heritage content retrieval by using the classification result by convo-
lution neural network algorithm. In this research, the images of Thai’s archaeological
site architecture from world heritage provinces in Thailand were classified, for example,
images from Phra Nakhon Si Ayutta province, Sukhothai province and Bangkok, which
represent Ayutthaya era, Sukhothai era and Rattanakosin era in ordering. The proposed
convolution neural network shows an accuracy of 80.83% in average.
Keywords: Cultural heritage, Content retrieval, Convolution neural network, Machine
learning, Image processing

1. Introduction. Cultural heritage is composed of tangible cultural heritage and intan-
gible cultural heritage. Tangible cultural heritage is composed of the following categories:
paintings, sculptures, monuments, and archaeological sites. The intangible cultural her-
itage is composed of the following categories: performing arts, rural dancing, and folklore.
Cultural heritage tourism in the temple is now very popular with both Thai and foreign
tourists. The tourism industry is another industry that will affect the income of the coun-
try. In addition, a tourism industry in the places where cultural heritage occurred will be
required for the new generation to learn. Cultural heritage means buildings, monuments,
and places that have historical value, aesthetics, archeology, or anthropology. Cultural
heritage includes architecture, sculpture, painting, or natural archeology, such as caves or
important places that may be works by human beings or because of natural and human
works. The history of each country shows the ancestors greatness of those times through
ancient monuments or antiquities. The passing of time causes those ancient ruins to dete-
riorate over time, leaving some parts of prosperity. As a result, understanding the history
of cultural heritage or archaeological sites will have an impact on the pride of long history
in that location for future generations in the country.

In this research, we aim to develop an effective cultural heritage content retrieval that
enables the retrieval of stories that appear in those cultural heritages for the knowledge of
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future generation’s interests. For this reason, we realized that creating a cultural heritage
information management system with convolution neural network, especially for Thai
architecture by showing interesting information within images to present to interested
people would be benefit. The development consists of generating stories from the cultural
heritage images. We used the appearance of the shape for showing characteristics of
the archaeological site and link to the era of the ancient monuments architecture that
was created, including explaining the story of the archaeological site through machine
learning and image processing. This research is a study and development of knowledge,
which relies on specific data sets within Thailand.
We organize the rest of each section as follows. Theory of cultural heritage in case of

architecture and convolution neural networks was introduced in Section 2. The classifica-
tion algorithm for retrieving information from the cultural heritage images is detailed in
Section 3. In Section 4, the results and discussions are explained; after that, we conclude
the paper in Section 5.

2. Related Work.

2.1. Cultural heritage. The pagoda or stupa is one of Thailand’s tangible cultural
treasures that is highly known both within the country and abroad. The fundamental
goal of constructing a stupa or pagoda is to collect religious symbols. Several stupa shapes
or architectures exist, each of which is tied to the building’s age. We can divide the main
architecture of pagoda into three categories, which are Sukhothai architecture, Ayutthaya
architecture, and Rattanakosin architecture. Sukhothai architecture can be divided into
these styles: the bell-shaped style, the Prang style, etc. The Prang style is very common
in Ayutthaya architecture. Finally, Rattanakosin architecture can be classified into these
categories: the square wooden pagoda style, the Prang style, etc. The cultural heritage
of each architecture can be shown in Figures 1-3.

Figure 1. Examples of cultural heritage in Sukhothai architecture: the
lotus blossom style, the bell-shaped style, the Prang style, and the Chomhar
style [1]

Figure 2. Example of cultural heritage in Ayutthaya architecture: the
Prang style [1]
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Figure 3. Examples of cultural heritage in Rattanakosin architecture: the
square wooden pagoda style, the Prang style, etc. [1]

2.2. Research on image classification and information retrieval. In this section,
we briefly explain the image classification and information retrieval. Nagano and Fukami
[3] discussed the learning of skin characteristics by a convolution neural network. They
used visual evaluation scores as training data and photos acquired with a microscope as
input data. Saragih et al. [4] proposed research using machine learning to classify the
freshness of the Ambarella fruit based on its color attribute. Liu [5] offered a CNN and
wireless network-based image recognition model for intangible cultural heritage. Belhi
et al. [6] introduced the system focusing on using new deep learning classification and
annotation methods to automate annotation and metadata fulfillment. It also addresses
concerns with physically damaged heritage artefacts using a new image reconstruction
approach based on supervised and unsupervised learning to handle these issues. Ćosović
and Janković [7] proposed a research in which deep learning neural network was used to
classify photographs of architectural heritage into ten categories. For picture classifica-
tion, the convolutional neural network was utilized, and the same architecture was applied
to two sets of data. Kulkarni et al. [8] proposed platform to use Indian Digital Heritage
Space (IHDS) monument data for their research. They introduced image classification
and query-based retrieval of image labels by using transfer-learning algorithms. Obeso et
al. [9] made use of prehispanic, colonial, and modern architectural heritage photographs
created from video content in Mexico. Images have unwanted aspects added to them
because of the image derivation technique. As a result, in order to increase classification
rates, training of classification models should focus on relevant architectural content inside
the image. Karpathy and Li [10] explained an algorithm for generating natural language
descriptions of image regions. Farhadi et al. [11] developed a new system that can com-
pute a score linking an image to a sentence. The value used the score linking an image to
attach a descriptive sentence to a given image. They suggested the model for simulating
the relationship between image space, mean space, and sentence space. Socher et al. [12]
developed the DT-RNN model which is a method for finding the relationship between
an image and sentences by using recursive neural network. The DT-RNN model uses
dependency trees to process sentences into a vector space for retrieving images. Other
technique that uses for searching a large image database is based on content-based image
retrieval, which is based on color, texture, or shapes. However, using low-level picture
features and high-level image semantics has an impact on the algorithms’ performance.
[13] used color histograms to image index. The weight distribution of the Gaussian was
used in the experiments. [14] used image retrieval algorithm with color histogram using
vector modeling to convert the image into a histogram and store it in the database. To
retrieve the image from database, the image histogram search was performed by com-
paring the histogram between images and histogram of the image in the database using
the similarity in the vector model. To measure the similarity between searching image
and reference image, the similarity value was used, in which the similarity score closest
to 1 means these two images are similar. From the above research, several issues were



140 S. PRASOMPHAN

difficult to perform that affect the accuracy of algorithms, and the current problem is how
to add the caption of image which has its ability as same as the aspect of human ability.
According to these several issues, in this research, we proposed an algorithm for retriev-
ing contents in the images. A cultural heritage content retrieval by convolution neural
network was introduced. The cultural heritage content in case of Thai’s architecture was
retrieved. In this research, the main contribution was to develop a classification algorithm
for retrieving information from a cultural heritage image for telling the story inside that
image.

2.3. Convolution neural network. Convolution neural network (CNN) is another type
of feed-forward artificial neural network. The main objective of CNN is to develop a ma-
chine that can learn and predict the interested object. CNN differs from the original
artificial neural network in that it includes a hidden layer in addition to the artificial
neuron network [2]. The architecture of CNN consists of multiple layers which are convo-
lutional layers and subsampling layers and one or more fully connected layers and Softmax
layer [2]. One example of using CNN is face recognition learning. This algorithm is able to
learn large face dataset, which can be applied in many different tasks, such as identifying
individual faces, friend tagging on Facebook, face authentication in mobile, or used in the
unmanned vehicle system [2].

3. Cultural Heritage Content Retrieval. To perform the process of cultural heritage
content retrieval, the following algorithms were executed.

Algorithm: Cultural Heritage Content Retrieval
1. Image input: Take the image of Thai cultural heritage that you wish to know more

about. The database contains the training Thai cultural heritage image, which will
be compared to the input Thai cultural heritage image.

2. Pre-processing: Use the picture improvement algorithm to improve the image qual-
ity after converting the RGB Thai cultural heritage image to grayscale.

3. Edge detection: The following step is used for checking the edges that passes
through or near to the interested point. It is calculated by measuring the different
intensity of the nearest points or finding the line surrounding the object inside
image. One problem that will occur in the edge detection algorithms is to find the
edge in the low quality image that has the low difference between foreground and
background or the brightness does not cover to all of image. We used Laplacian
method to find the edge of image.

4. Feature extraction: To retrieve the identity of each image to be a vector for using
in the training and testing processes, feature extraction was used. In this step, we
used convolution neural network algorithm for the process to get key points inside
image.

5. Train image with convolution neural network.
6. Match the most similar image between the input image and the reference image in

the database.
7. Generate cultural heritage descriptions.
End

The above algorithms are steps for getting the description of cultural heritage. In the
feature extraction step, the convolution neural network was applied. The CNN architec-
ture used in our research was set up with the following details: the convolution neural
network architecture consists of an input, an output layer, and multiple hidden layers.
Details of the hidden layers of a CNN consist of a series of convolutional layers that con-
volve with a multiplication or other dot product. The activation function is commonly
a RELU layer and is subsequently followed by additional convolutions such as pooling
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layer, fully connected layers, and normalization layer, referred to as hidden layers. The
final convolution often involves backpropagation to more accurately weigh the product.
The process inside the convolutional layers convolves the input and passes its result to
the next layer. Each convolutional neuron processes data only for its receptive field.
Convolutional networks are composed of local or global pooling layers to streamline the
underlying computation. The dimension of the data was reduced by pooling layers by
combining the outputs of neuron clusters at one layer into a single neuron in the next
layer. Local pooling combines small clusters, typically 2 × 2. Global pooling acts on
the neurons of the convolutional layer. In addition, pooling may compute a max or an
average. Max pooling uses the maximum value from each of a cluster of neurons at the
prior layer. Fully connected layers connect every neuron in one layer to every neuron in
another layer. It is in principle the same as the traditional multilayer perceptron neural
network (MLP). Each neuron in a neural network computes an output value by applying
a specific function to the input values coming from the receptive field in the previous
layer. A vector of weights and bias determines the function that is applied to the input
values. Learning in a neural network progresses by making iterative adjustments to these
biases and weights. The last step for getting the description of cultural heritage is the
matching process, which is the process for matching the most similar image between the
input image and the reference image. In this process, a group of data, which have similar
characteristics, were retrieved; several images in the group will occur. After that, the pro-
cess of generating the description after the matching process will be performed. Finally,
the algorithm will show and set description to the input image.

4. Results and Discussion.

4.1. Dataset collection and description. To verify the experimental results of cultural
heritage content retrieval, the classification result by using the proposed algorithm to
classify the architecture of Thai cultural heritage image was performed. We collect the
dataset from the cultural heritage in Bangkok, Sukhothai province, and Phra Nakhon Si
Ayutta Province, which is the UNESCO cultural heritage in Thailand. For the better
accuracy of the algorithms, the image which is used in the experiments is the cultural
heritage image in Ayutthaya era, Sukhothai era, and Rattanakosin era. The number of
images used in the research was shown in Table 1.

Table 1. Number of cultural heritage architectures in the experiments

Cultural heritage architecture Number of images
Ayutthaya architecture 1670
Sukhothai architecture 1440

Rattanakosin architecture 1460
All 4570

4.2. Performance indexed. To reflect the performance of classification results, one of
the most powerful techniques is using confusion matrix in which each row shows the
predicted class and each column shows the original class. This technique can be used to
visualize the classification error. The experimental results of our proposed algorithm are
shown in Tables 2-4.

4.3. Comparing algorithms. The following algorithms were used for comparing the
performance of the proposed algorithms: convolution neural network, KNN algorithm,
neural network, and SIFT with Euclidean distance algorithm. We compare the efficiency
of generating descriptions which use only the classification results.
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Table 2. Confusion matrix of the proposed algorithm by using convolution
neural network

Predicted class True class (Architecture)
(Architecture) Ayutthaya Sukhothai Rattanakosin
Ayutthaya 1250 260 160
Sukhothai 105 1320 15

Rattanakosin 217 93 1150

Table 3. Confusion matrix of the KNN algorithm

Predicted class True class (Architecture)
(Architecture) Ayutthaya Sukhothai Rattanakosin
Ayutthaya 987 408 275
Sukhothai 225 1052 163

Rattanakosin 307 101 1052

Table 4. Confusion matrix of neural network and SIFT with Euclidean
distance algorithm

Predicted class True class (Architecture)
(Architecture) Ayutthaya Sukhothai Rattanakosin
Ayutthaya 1025 385 260
Sukhothai 369 962 109

Rattanakosin 350 125 985

Table 5. The precision, recall, F1-score of the proposed algorithms: con-
volution neural network, KNN algorithm, neural network, and SIFT with
Euclidean distance algorithm

Class
Convolution neural network KNN

Neural network and SIFT

with Euclidean distance

algorithm

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

Ayutthaya 0.7485 0.7952 0.7711 0.5910 0.6498 0.6190 0.6137 0.5877 0.6004

Sukhothai 0.9167 0.7890 0.8481 0.7306 0.6739 0.7011 0.6680 0.6535 0.6607

Rattanakosin 0.9167 0.8679 0.8916 0.7306 0.7060 0.7180 0.6680 0.7274 0.6965

4.4. Experimental results. In this research, we show the cultural heritage content re-
trieval performance by using the classification results by using the proposed algorithm
to classify the architecture of Thai cultural heritage image. The accuracy of our image
description generator depends on the classification accuracy. The confusion matrix of the
tested data being classified to the original cultural heritage image was shown inside Tables
2-4. The precision, recall, F1-score of the proposed algorithms, convolution neural net-
work, KNN algorithm, neural network, and SIFT with Euclidean distance algorithm, were
shown inside Table 5. The F1-score of the proposed algorithm which is the convolution
neural network gives the accuracy 0.7711, 0.8481, and 0.8916 in Ayutthaya architecture,
Sukhothai architecture, and Rattanakosin architecture. The F1-score of using KNN algo-
rithms gives the accuracy 0.6190, 0.7011, and 0.7180 in Ayutthaya architecture, Sukhothai
architecture, and Rattanakosin architecture. The F1-score of using neural network and
SIFT with Euclidean distance algorithm gives the accuracy 0.6004, 0.6607, and 0.6965
in Ayutthaya architecture, Sukhothai architecture, and Rattanakosin architecture. From
the experimental results in this research, the proposed algorithm for retrieving contents
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in the images can provide the accuracy 80.83%. A cultural heritage content retrieval
by convolution neural network was introduced and outperformed other methods. The
cultural heritage content in case of Thai’s architecture was retrieved. Accordingly, to de-
velop a classification algorithm for retrieving information from a cultural heritage image
for telling the story inside that image is benefit for the person who is interested in this
cultural heritage image.

5. Conclusions. We have developed a cultural heritage content retrieval by convolution
neural network. The research will use the cultural heritage information: case study, the
architecture of Thai architecture. The interesting information inside the photo will be
retrieved to present to the interested. The development consists of telling stories from
photos. It can bring the appearance of the shape, the unique character of the site to
link the era of the historic site. The architecture was created including the story of the
archaeological site through the learning of machine learning and image processing. In the
future, the goal is to categorize cultural heritage in Southeast Asian countries that have
an abundance of architecture using deep learning methods such as CNN. In addition, if
we can show the complete shape of the past from that remains by analyzing the similarity
of the image in the database, the image can tell the story of the past.
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