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Abstract. In this paper, we have demonstrated the effectiveness of the fusion convo-
lutional neural network (CNN) and ensemble CNN architectures for diabetic retinopathy
classification. Due to the fusion and ensemble CNN architectures, we proposed to use
five CNN architectures consisting of InceptionV3, ResNet50, ResNet50V2, Xception, and
DenseNet121 to find the best CNN model. Two of the best CNN models were then se-
lected for creating the fusion and ensemble CNN architectures. We also performed data
augmentation techniques while training the CNN models. We found that the data augmen-
tation technique can increase the accuracy of the CNNs. However, the data augmentation
technique should not distort the retinal image. For the fusion CNNs, Xception and In-
ceptionV3 were combined and then attached with two dense layers with the size of 1,024
units for each dense layer. Hence, we selected the optimal dropout value with 0.4. For
the ensemble CNNs, the output probabilities that were calculated from the Xception and
InceptionV3 models, were sent to the ensemble learning method. Using ensemble learn-
ing methods, we also compared the weighted and unweighted average methods. The results
showed that the weighted average method outperformed the unweighted average method in
all ensemble CNNs. From our experiments, we found that the fusion CNN architecture
slightly outperformed ensemble CNN architecture.
Keywords: Convolutional neural network, Fusion CNNs, Ensemble CNNs, Diabetic
retinopathy classification, Data augmentation technique

1. Introduction. The World Health Organization (WHO) has listed diabetic retinopa-
thy as one of the leading causes of blindness worldwide [1]. The main issue of diabetic
retinopathy arises from consuming a main meal that contains much sugar. There are many
foods that are commonly sold in convenience stores that have a high level of sweetness,
such as beverages, sweets and coffee. If we receive more sweetness than what we need, the
excess will be harmful to the human body, especially to the eyes. However, if the blood
vessels in the retina begin to become inflamed and aneurysm develops, there will be lym-
phatic distribution throughout the retina. If untreated, this causes retinal ischemia and
this leads to the cells that are used for vision being destroyed continuously. It eventually
leads to decreased ability to see and maybe loss of vision.

Due to the increasing number of morbidities associated with diabetic retinopathy, there
may be an insufficient number of ophthalmologists to treat patients. Here we report the
development of a system that helps to detect and classify diabetic retinopathy from retinal
images using deep learning methods. There are two types of diabetic retinopathy that we
can classify from the retinal images: diabetic retinopathy and non-diabetic retinopathy.
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Consequently, we can deeply classify diabetic retinopathy into five levels; these are normal,
mild non-proliferative diabetic retinopathy (NPDR), moderate NPDR, severe NPDR, and
proliferative DR [2,3].
In this research, we proposed a convolutional neural network (CNN) framework for

diabetic retinopathy classification. First, we aimed to find the best CNN architectures:
InceptionV3, ResNet50, ResNet50V2, Xception, and DenseNet121. Then we selected the
two best CNN models to create the new CNN frameworks, called fusion CNNs and en-
semble CNNs. Finally, we then compared the performance of these two CNN frameworks
to classify the retinal images of diabetic retinopathy. In addition, the ensemble CNNs
combine the weighted parameters from multiple CNN models that are classified using
the softmax function, while the fusion CNNs combine the feature maps from multiple
CNN models before sending to classify using the softmax function. The advantage of the
fusion and ensemble CNN architectures reduced the generalization error and increased
prediction performance [4].

2. Related Work. In this section, we survey deep learning techniques that have been
proposed for recognition of diabetic retinopathy (DR) from retinal images. Yazhini and
Loganathan [5] proposed a framework called integrated fusion that combined GLCM
and VGG19 architecture to extract the feature vector from the retinal images. In the
integrated fusion framework, the feature vector extracted by GLCM and VGG-19 was
first concatenated and then sent to classify using the softmax function. The integrated
fusion framework predicted the output of the DR as five levels. This integrated fusion
method provided an accuracy of 71.30% and sensitivity of 50.43%.
Hattiya et al. [6] proposed to use seven CNN architectures consisting of AlexNet,

ResNet50, DenseNet201, InceptionV3, MobileNet, MnasNet, and NASNetMobile for dia-
betic retinopathy recognition. The dataset used in the experiment was downloaded from
the Kaggle website. It included 23,513 retinal images with two classes: diabetic retinopa-
thy and non-diabetic retinopathy. They first evaluated the CNN architecture with five
different color spaces: RGB, grayscale, HSV, L*a*b, and YCbCr. The result showed that
training the CNN model with RGB color space gave the highest recognition accuracy.
They then trained seven CNN architectures with the RGB color space. The AlexNet
architecture achieved a high accuracy of 81.42%.
Vives-Boix and Ruiz-Fernández [7] proposed CNN architectures that updated the

weighted parameters in the convolutional layer using the synaptic metaplasticity method.
In their experiments, InceptionV3 with synaptic metaplasticity achieved an accuracy of
95.56% on a public small diabetic retinopathy dataset.
The CNN architectures can be combined to create a new framework, called ensemble

CNNs that include the ensemble learning method in the last layer. It learns from the
output probabilities of each CNN that is included in the ensemble CNNs. Chompookham
and Surinta [8] proposed ensemble learning methods that were created from three and
five deep CNN models. Further, the output probabilities that calculated from each CNN
model were then transferred to the ensemble learning layer. The CNN model was trained
using data augmentation techniques: height shift, vertical flip, and fill mode. In the
experiment, the ensemble CNNs with the weighted average method were evaluated on
plant leaf disease datasets. High accuracies above 99% were obtained from the ensemble
CNN architecture. Also, an accuracy of 94.7% was obtained on a mulberry leaf dataset.
Noppitak and Surinta [9] proposed ensemble CNN architecture to enhance the efficiency

of land use classification. First, they discovered the best CNN model from eight CNN
architectures: InceptionResNetV2, MobileNetV2, DenseNet201, Xception, ResNet152V2,
NASNetLarge, VGG16, and VGG19. Second, the data augmentation techniques, includ-
ing rotation, width shift, and height shift were used while training the CNNmodels. Third,
the ensemble CNN architecture was then generated with the 3 CNN models that were
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found in the first step. For the ensemble learning method, the weighted average method
was proposed. Hence, the grid-search method was proposed to optimize the weighted pa-
rameters. The experimental results showed that the ensemble CNN architecture achieved
an accuracy of 92.80%.

Deepa et al. [10] proposed a multi-stage deep CNN to learn to distinguish the diabetic
retinopathy image from the whole image and random patches as the input images. First,
the input images were sent to the CNN architectures: InceptionV3 and Xception. Second,
the probability vectors from the CNN architectures were then classified using artificial
neural networks (ANNs). Third, in the ensemble classifier process, the outputs of the
ANNs were classified using a support vector machine classifier. As a result, their proposed
method showed an accuracy of 96.2%.

3. Methodology. This paper reports on the objective to improve the efficacy of CNN
frameworks by applying various optimization algorithms to reducing training losses. More-
over, the comparative study methods are presented based on two CNN frameworks: 1)
fusion CNNs and 2) ensemble CNNs.

3.1. Convolutional neural network architectures.
InceptionV3. InceptionV3 was proposed by Szegedy et al. [11] in 2016. Inception-

V3 was modified from the previous inception architecture and focused on providing less
computational cost. In the InceptionV3 architecture, first, the factorized convolutional
layers and the small convolutional layers were proposed to reduce the number of parame-
ters involved in a network and also reduce the computation cost. Second, the symmetric
convolutions were replaced by asymmetric convolutions. Next, an auxiliary classifier was
proposed as the regularizer. Finally, to avoid a representational bottleneck, the grid size
reduction of the feature maps was proposed.

ResNet50 and ResNet50V2. ResNet and ResNetV2 were proposed by He et al. [12,
13] in 2016. In very deep networks, the numbers of stacked layers were increased. The
deep networks showed the high accuracy results on the challenging ImageNet dataset.
ResNet50 and ResNet50V2 include 50 parameter layers. In ResNet architecture, residual
learning was proposed to allow the stacked network to jump over one or more building
blocks, called shortcut connections. In ResNetV2, a new residual unit was proposed. It
was shown that the new residual unit decreased the error while training around 2%.

Xception. Chollet invented an extreme version of Inception architecture, called Xcep-
tion [14] in 2017. It focused on modifying the depthwise separable convolution layer,
namely a depthwise convolution. In the modified depthwise convolution, the order of
the depthwise convolution was pointwise convolution and then followed by a depthwise
convolution. So, the number of connections is fewer and the model is lighter. As a result,
the Xception architecture showed improvement in accuracy performance when compared
with the InceptionV3.

DenseNet121. In 2017, Huang et al. [15] proposed densely connected convolutional
networks, called DenseNet. DenseNet is like the feed-forward architecture where each
dense block layer connects to all other dense block layers. For example, the first dense
block layer is connected to the 2nd, 3rd, and so on until the last dense block layer. The
second dense block layer is also connected to the 3rd block and so on until the last layer.
If considered, the connection of the 2nd layer, the feature maps of the 1st layer and the
feature maps of the 2nd layer were combined and used as inputs into the 3rd layer.

3.2. Fusion CNNs. The proposed fusion CNNs comprise two parts. The two best CNN
architectures, that were selected from Section 3.1, are chosen to create temporal features,
called feature maps. We then concatenated feature maps before sending them to another
layer. These feature maps were first transferred to the batch normalization layer (BN).
Second, the rectified linear unit (ReLU) was proposed as a nonlinear function followed



404 P. SAICHUA AND O. SURINTA

Figure 1. Illustration of the fusion CNN architecture

by the dropout layer to avoid overfitting. Finally, two fully connected layers and softmax
activation function were attached to the network. The architecture of fusion CNNs is
illustrated in Figure 1.

3.3. Ensemble CNNs. The ensemble CNN architecture consists of two parts. In the
first part, we trained and evaluated five CNN architectures, including InceptionV3, Res-
Net50, ResNet50V2, Xception, and DenseNet121. After that, we chose only two CNN
architectures to create the ensemble CNN framework. In the second part, the output
probabilities (w) from each CNN were then calculated using ensemble learning methods
[8,9]. Figure 2 illustrates the proposed ensemble CNN architecture. The ensemble learning
methods are described as follows.

Figure 2. Illustration of the ensemble CNN architecture

Weighted average method. In the weighted average method, the different weight
parameters are calculated with the output probabilities. We decided to calculate the
higher weight with the output probabilities of the CNN model that achieved a higher
classification rate. Note that the sum of all weight parameters is equal to one. The equation
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of the weighted average method is given by ŷ = 1
n

∑n
i=1 αy⃗, where α is the weight value

that multiplies with the vector of output probabilities (y⃗) and n is the number of ensemble
CNN models.

Unweighted average method. In this learning method, the output probabilities of
each CNN model are computed by average of the probability values. Then, the maximum
value of the probabilities is selected as an output of the ensemble learning. The unweight-
ed average method is calculated by ŷ = 1

n

∑n
i=1 y⃗, where y⃗ is the vector of the output

probabilities of each CNN model and n is the number of ensemble CNN models. We then
used the argmax function to select the highest probability value of ŷ.

4. Experimental Setup and Results. All experiments were evaluated in the same
environment. We used the TensorFlow v2.5.0 as the deep learning framework that runs
on Google Colab platform.

4.1. Diabetic retinopathy dataset. We collected retinal images from various DR data-
sets that were available on the Kaggle website, including APTOS 2019 blindness detection,
diabetic retinopathy detection, and diabetic retinopathy. These datasets were collected
by a collaboration between the Aravind Eye Hospital and Kaggle website. The hospital
screened for diabetic retinopathy of the patient from the retinal images and then created
a label for each image [2,3].

The retinal images used in this study were stored in RGB color space with a JPEG
format. The DR dataset included 2 classes and contained 23,510 images. The number of
diabetic retinopathy and non-diabetic retinopathy images was 12,063 and 11,447 images,
respectively. We then divided the DR dataset into a training set (18,808 images) and test
set (4,702 images). Some examples of the DR dataset are shown in Figure 3.

(a) (b)

Figure 3. Illustration of the retinal images from the diabetic retinopathy
dataset: (a) Non-diabetic retinopathy class and (b) diabetic retinopathy
class

4.2. Experiments with CNNs and data augmentation techniques. In this study,
data augmentation techniques [16] were proposed. The data augmentation techniques
used in the experiments were flip (horizontal and vertical flips), rotation (randomly with
value between 0-90◦), and zoom (randomly with value between [1−0.2, 1+0.2]) techniques.
We proposed these data augmentation techniques because they did not distort the retinal
images. Examples of the data augmentation techniques are shown in Figure 4.

We evaluated the performance of the CNN architectures using several factors as fol-
lows: five CNN architectures (InceptionV3, ResNet50, ResNet50V2, Xception, and Dense-
Net121), five optimization algorithms (SGD, Adam, Adadelta, Adagrad and Adamax),
and learning rates (0.1, 0.01, 0.001, and 0.0001). In addition, our experiments evalu-
ated several optimization algorithms because the fittest optimizer assures more reliable
accuracy performance [8].

We show the results obtained with the CNN architecture with the best optimal param-
eters on the DR dataset in Table 1. It can be seen that Xception was the best CNN archi-
tecture in our experiments. The Xception architecture achieved an accuracy of 84.07%. It
slightly outperformed InceptionV3 by about 0.6%. However, it spent more computation
time on the training.
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(a) (b) (c) (d) (e)

Figure 4. Illustration of the data augmentation techniques, including (a)
original image, (b) horizontal flip, (c) vertical flip, (d) rotation, and (e)
zoom

Table 1. The best optimizers and the accuracy (%) of each CNN model

CNNs
Image
size

Optimizers
Learning

rate
Training
time

Test
Accuracy (%) Loss

Xception 299×299 Adamax 0.001 57 min 84.07 0.38
InceptionV3 299×299 Adam 0.001 38 min 83.30 0.38
DenseNet121 224×224 Adadelta 0.1 33 min 82.77 0.4
ResNet50V2 224×224 Adamax 0.001 37 min 82.20 0.38
ResNet50 224×224 Adam 0.0001 38 min 81.28 0.41

The experimental results of the data augmentation techniques are shown in Table 2. It
is important to emphasize that the data augmentation techniques can improve the perfor-
mance of the classification of diabetic retinopathy. Xception combined with the rotation
technique still outperformed all CNN architectures. It achieved 85.50% and was slightly
better than training without data augmentation technique. It is quite surprising that it
requires less computation time when compared with training without data augmentation
techniques.

Table 2. The optimal data augmentation techniques of each CNN model

CNNs
Data augmentation

techniques
Training
time

Test
Accuracy (%) Loss

Xception Rotation 44 min 85.50 0.34
InceptionV3 Zoom 38 min 84.69 0.37
DenseNet121 Rotation 26 min 84.01 0.35
ResNet50 Flip 40 min 83.26 0.41

ResNet50V2 Flip 21 min 83.18 0.39

To summarize the results, the Xception architecture without data augmentation ob-
tained the accuracy of 84.07%, outperforming all CNN architectures, except only the
InceptionV3 with zoom technique that achieved the accuracy of 84.69%.

4.3. Experiments with fusion CNN architecture. In the experiment of fusion CNNs,
we combined the Xception architecture with other CNNs, because we found in previous
experiments that the Xception architecture provided the highest accuracy with lower loss
value. The compared results of each fusion CNN are shown in Table 3.
From Table 3, our results show that the fusion CNNs between Xception+InceptionV3

obtained 86.30% accuracy with the loss value of 0.33. This fusion CNNs also required to
be fully connected with two dense layers with only 1024 units of each dense layer. We
can emphasize that the Xception architecture when combined with the other CNNs, still
obtained an accuracy above 85%.
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Table 3. Performance evaluation of the fusion CNNs

Fusion CNNs
Dense
sizes

No. of
dense layers

Dropout
Training
time

Test
Accuracy (%) Loss

Xception+InceptionV3 1024 2 0.4 53 min 86.30 0.33
Xception+DenseNet121 2048 2 0.2 33 min 85.45 0.34
Xception+ResNet50V2 4096 1 No 30 min 85.11 0.36
Xception+ResNet50 1024 1 0.1 32 min 85.07 0.4

4.4. Experiments with ensemble CNN architecture. For the ensemble CNNs ex-
periments, the accuracy results of the ensemble CNNs are shown in Table 4. The perfor-
mance of the ensemble CNNs was greater than the single CNN architecture. However,
only ensemble CNNs between ResNet50 and ResNet50V2 (83.73%) performed with lower
accuracy than the Xception architecture (84.07%). As a result, the ensemble CNNs be-
tween Xception and InceptionV3 provided an accuracy of 86.11%. When we compared the
ensemble CNNs and the fusion CNNs, the fusion CNN architecture slightly outperformed
the ensemble CNNs.

Table 4. Performance evaluation of the ensemble CNNs

Ensemble CNNs
Accuracy (%) of ensemble learning methods
Unweighted

average method
Weighted

average method
Weight

parameters
Xception+InceptionV3 85.92 86.11 0.6, 0.4
ResNet50+DenseNet121 84.30 84.81 0.3, 0.7

ResNet50V2+DenseNet121 84.22 84.39 0.3, 0.7
ResNet50+ResNet50V2 83.65 83.73 0.3, 0.7

5. Conclusions. In this paper, we evaluated two convolutional neural network (CNN)
frameworks: fusion CNN and ensemble CNN architectures, for diabetic retinopathy classi-
fication. We discover the best CNN architecture from five CNN architectures: Inception-
V3, ResNet50, ResNet50V2, Xception, and DenseNet121. To optimize the parameters, we
considered five optimization algorithms: SGD, Adam, Adadelta, Adagrad and Adamax.
The various learning rates between 0.1 and 0.0001 were also evaluated. In the course
of the training policy, the data augmentation techniques were also performed during the
training, including flip, rotation, and zoom techniques. The result showed that the Xcep-
tion architecture with the Adamax optimizer and a learning rate of 0.001 achieved the
best accuracy performance. Interestingly, the data augmentation techniques can increase
the accuracy of every CNN architecture. The fusion and the ensemble CNN architectures
were compared. We also found that the combination between Xception and InceptionV3
architectures performed very well on both architectures. From the experimental results,
we conclude that the performance of the fusion CNN architecture was slightly better than
the ensemble CNN architecture.

In future work, to improve the performance of diabetic retinopathy classification, we will
concentrate on experiments with the other CNN frameworks, such as snapshot ensemble
CNN [17], Siamese network [18], and Hybrid CNN [19].
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