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ABSTRACT. The high-grade quality of agricultural goods can be affected by diseases.
Therefore, farmers need to quickly stop the spread of diseases. This study proposes a
stacking ensemble of lightweight learning convolutional neural network (CNN) framework
to enhance the recognition accuracy of plant leaf disease images. In the proposed frame-
work, we first planned four lightweight CNN architectures (InceptionResNetV2, NASNet-
Mobile, MobileNetV2, and EfficientNetB1) to train and create robust CNN models from
images of plant leaf diseases. The experimental results showed that the EfficientNetB1
outperformed other CNN models. We then created the stacking ensemble learning by
stacking the output probabilities of each CNN model and provided as output to train to
create the second model using the machine learning classifier. In this step, we experiment-
ed with five classifiers that were logistic regression, support vector machine, K-nearest
neighbors, random forest, and long short-term memory network. We found that the ran-
dom forest method achieved a more accurate performance. As a result, we considered
that all machine learning techniques could be involved in stacking ensemble learning.
Keywords: Convolutional neural network (CNN), Lightweight CNN, Stacking ensem-
ble learning method, Ensemble learning method, Meta-learner method, Plant leaf disease
recognition

1. Introduction. Plant diseases are a significant problem affecting the quality and quan-
tity of agricultural products for consumption, distribution, and export. If the farmer
cannot identify the plant disease in time, it will affect productivity and plant quality [1].
In general, farmers in underdeveloped countries may not have advanced devices to detect
plant diseases. However, the farmers rely on visual diagnosis by other experienced farm-
ers. Diagnosis of the plant leaf disease by experts may be expensive and require analysis
in a laboratory. Sometimes, it takes much time to analyze, thereby allowing the plant
disease to spread widely [2].

More recently, advances in computer vision techniques have increased efficiency in mon-
itoring and recognition in the agricultural domain [3], such as by detecting plant diseases,
recognizing the types of the disease, and counting the number of plants. Further, deep
learning methods are used in a large number of agricultural applications. Militante et
al. [3] proposed computer vision and deep learning techniques for detecting and diag-
nosing diseases in plants. The proposed systems can take plant images using a camera
and recognize diverse plant disease types. Zhong and Zhao [1] studied the significance of
the deep learning method based on convolutional neural network (CNN) architecture to
identify the diseases that appeared on apple leaves.
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The deep learning methods were performed to improve the recognition of plant leaf
disease images. However, using only a single deep learning model may not be sufficient
to increase the accuracy performance of the plant leaf recognition systems. Furthermore,
using ensemble learning with multiple deep learning models can reduce the variance of
the recognition errors and improve plant leaf recognition systems [4].

Ensemble learning methods have been proposed in many applications. Khanramaki et
al. [5] proposed ensemble CNNs to recognize three common citrus pests: citrus leafminer,
sooty mold, and Pulvinaria. For the single deep learning, it achieved an accuracy of 96.05%
with the Resnetb0 architecture. The ensemble learning models provided an accuracy of
99.04%. Mahmoud and Yaroshchak [4] proposed a bagging ensemble to classify diabetic
retinopathy images in a database containing 2,781 pictures. First, the training set was
randomly selected for three subsets. Second, the subsets were sent to learning using three
different CNN architectures. For the ensemble learning method, finally, the weighted
average was used. The result showed that the bagging ensemble with three InceptionV3
models obtained an accuracy of 87.2%.

In [6], the stacked CNN was proposed to diagnose COVID-19 disease from X-ray images.
Two CNN models, including the fine-tuning of VGG19 and CovNet30, were proposed
to learn from the chest X-ray images. The outputs of the CNN models were stacked
and a logistic regression classifier was applied to classifying three classes of COVID-19.
It performed with an accuracy of 92.47% on the chest X-ray images of the COVID-19
dataset. Chompookham and Surinta [7] invented ensemble CNN architectures to improve
plant leaf classification performance. In their method, five CNN architectures were trained
on plant leaf images to create robust CNN models. After that, the three best CNNs models
were then combined, the output probabilities of each CNN model were assigned to classify
using the ensemble methods: unweighted majority vote, unweighted average, and weighted
average. The best ensemble method used in this experiment was the weighted average
method.

For plant recognition using the ensemble learning method, Darwish et al. [2] proposed
to use the particle swarm optimization (PSO) algorithm to optimize hyperparameters
of the VGG16 and VGG19 networks. In this method, first, the optimal VGG networks
were used to extract the deep features from the plant disease images. It froze the last
convolution layer of the VGG networks and combined them. Second, the new convolution
layers, such as flatten, dropout, batch normalization, and dense, were added to combined
networks. Finally, average ensemble learning was used to predict the diseases of plant leaf
images.

This research aims to improve the accuracy performance of the deep learning method for
plant leaf disease recognition. We proposed a stacking ensemble of deep CNNs to evaluate
three plant leaf disease datasets: PlantDoc, Crop-PlantDoc and iCassava2019. In the first
process, we proposed to use four CNN architectures: InceptionResNetV2, NASNetMobile,
MobileNetV2, and EfficientNetB1, to train on the plant leaf disease images accordingly
to obtain the fittest CNN model that applies in the meta-learner process. In the second
process, in the meta-learner process, we applied the output probabilities obtained from
the fittest CNN models as inputs of a classifier. We employed five classifiers consisting
of logistic regression (LR), support vector machine (SVM), K-nearest neighbors (KNN),
random forest (RF), and long short-term memory (LSTM) network. Finally, the proposed
stacking ensemble was integrated with the best CNN model from the first process and the
classifier from the second process to recognize and evaluate the plant leaf disease images.

This paper is organized in the following way. Section 2 presents the proposed stacking
ensemble of convolutional neural networks. The experimental settings and results are
explained in Section 3. The conclusion is presented in Section 4.
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2. Proposed Stacking Ensemble of Convolutional Neural Networks. This section
introduces the stacking ensemble of CNNs to recognize the plant leaf disease images, as
shown in Figure 1.

In the first level. We find the baseline CNN models from various CNN models: In-
ceptionResNetV2, NASNetMobile, MobileNetV2, and EfficientNetB1. Second, we stack
CNN models and train on the plant leaf disease dataset. Subsequently, the output prob-
abilities of each CNN model are used as the input of the machine learning technique.

In the second level. The machine learning techniques, LR, SVM, KNN, RF, and
LSTM, are proposed to train from the output probability of the CNN models and obtain
the final prediction, called the meta-learner method.
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FiGURE 1. Illustration of the proposed stacking ensemble of lightweight CNNs

2.1. Convolutional neural network (CNN) architectures.

InceptionResNetV2. Szegedy et al. [8] proposed a new network architecture that
contained the concept of Inception architecture and residual Inception blocks, called In-
ceptionResNetV2. The Inception networks were designed as a tuning network based on
InceptionV4, and they were allowed to change the number of filters in the several layers.
The Inception block was designed to add the filter-expansion layer for the residual In-
ception blocks. Hence a 1 x 1 convolution layer without activation function was used for
scaling up the filter dimension.

NASNetMobile. Zoph et al. [9] invented a neural architecture search network (NAS-
Net) to address the expensive computation time while training on the large dataset.
First, the NASNet architecture was proposed to search for an optimal architecture build-
ing block on a small dataset using reinforcement learning. Second, the building blocks
were transferred to learn on a large dataset. The NASNet architecture consisted of two
cells: a normal cell and a reduction cell. It was easy to build the NASNet because the
normal and reduction cells were stacked and repeated many times. The last layer was the
normal cell, followed by the softmax function. In addition, to create the NASNetMobile
model, the size of the normal and reduction cells and the number of filters were decreased.
The parameters of the NASNetMobile are smaller than the NASNet approximately nine
times.

MobileNetV2. MobileNetV2 was designed by Sandler et al. [10] in 2018. It was the ex-
tended version of the MobileNetV1. MobileNetV2 contained three main layers: depthwise
separable convolutions, linear bottlenecks, and inverted residuals. These layers performed
to reduce the number of parameters and computation time when compared with Mo-
bileNetV1. In addition, MobileNetV2 was trained using the ReLU6 activation function,
allowing it to learn complex patterns in the input data.

EfficientNetB1. EfficientNet was proposed by Tan and Le [11]. It involved scaling
the network using four methods: width, depth, resolution, and compound scaling. It
was comfortable to scale up a baseline CNN to any purpose resource limitations. Our
experiment proposed using EfficientNetB1 to classify the plant leaf datasets because it had
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parameters with 7.8M. The parameters of EfficientNetB1 were fewer than the DenseNet-
169, Xception, Inception-v3, and even ResNet-50.

2.2. Meta-learner method. In our proposed method, the stacking ensemble of CNNs
contained two levels: training with CNN models and with machine learning. The second
level is called the meta-learner method. It usually trains the machine learning model
using the output probabilities (p) from the first level and predicts the final output (7).
In our framework, the output probabilities of the CNN models were computed using the
softmax function.

3. Experimental Setting and Results. In the experimental setting, we used the Ten-
sorFlow library running on Ubuntu operating system version 18. All experiments were
evaluated with Intel(R) Core-i5, 2320 CPU @ 3.00GHz, 16GB RAM, and GPU NVIDIA
GeForce GT 1060Ti.

The plant leaf disease datasets were split into training, validation, and test. The ratios
of PlantDoc and Crop-PlantDoc were 60%-20%-20% and iCassava2018 with the ratio of
80%-10%-10%.

3.1. Plant leaf disease datasets. We experimented on 3 plant leaf disease datasets as
follows.

PlantDoc dataset. The PlantDoc dataset contained 2,567 images from 13 plant
species collected from the Internet. It included 27 classes of plant leaf disease and of
healthy leaf [12]. Examples of the PlantDoc dataset are shown in Figure 2(A).

Crop-PlantDoc dataset. The Crop-PlantDoc dataset is the extended version of the
PlantDoc dataset. Singh et al. [12] also provided the ground truth of all images intending
to crop all leaves, as shown in Figure 2(B). After cropping all the leaves, the Crop-
PlantDoc dataset contained 8,883 images.

iCassava2019 dataset. The iCassava2019 dataset was published on the Kaggle web-
site. It contained 5,656 images of five cassava leaf states, including four types of disease
and one healthy type, as shown in Figure 2(C). All cassava leaf disease images were tak-
en from farmers in Uganda and verified by the experts of the National Crops Resources
Research Institute (NaCRRI) and AI lab in Makerere University, Kampala [13].
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FIGURE 2. Illustration of three plant leaf disease datasets consisting of (A)
PlantDoc, (B) Crop-PlantDoc, and (C) iCassava2019

3.2. Experiments on lightweight convolutional neural networks. In this experi-
ment, the pre-trained models of four CNNs consisting of InceptionResNetV2, NASNet-
Mobile, MobileNetV2, and EfficientNetB1, were trained on the plant leaf disease datasets.
The data augmentation techniques [14], including rotation, shift, zoom, and horizontal
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flip, were combined in this study. In order to determine the average accuracy and stan-
dard deviation on the validation set, we randomly selected the training and validation
tests and evaluated them ten times.

The experimental data reported in Table 1 indicated that the EfficientNetB1 model
had the most significant performance on three plant leaf disease datasets: PlantDoc,
Crop-PlantDoc, and iCassava2019. In addition, the InceptionResNetV2 model had the
second-best performance on the Crop-PlantDoc and iCassava2019 datasets.

TABLE 1. Performance evaluation of the lightweight CNNs and data aug-
mentation techniques on plant leaf disease datasets

CNN PlantDoc Crop-PlantDoc iCassava2019
architectures Validation Test Validation Test Validation Test
(%) (%) (%) (%) (%) (%)

EfficientNetB1 68.33 +£1.95 67.70 85.19+0.96 86.21 87.01 £0.82 88.25
InceptionResNetV2 63.15+£2.74 57.98 78.20+£3.55 81.37 86.40+0.83 87.28
MobileNetV2 61.19 £2.25 5856 74.51+1.08 7496 82.49+1.43 84.45
NASNetMobile  60.33 £2.29 57.59 79.02+£0.69 76.48 80.7242.57 84.10

3.3. Experiments on ensemble learning methods. We examined the performance
of ensemble CNNs from two to ten models to find the optimal numbers of the model.
Table 2 provides accurate results, testing times, and numbers of CNN models for recog-
nition on three plant leaf disease datasets. The experimental results show that the ensem-
ble CNNs with both unweighted majority vote and unweighted average methods performed
consistently better than did single CNN. Furthermore, the unweighted average method
slightly outperformed the unweighted majority vote. Consequently, the EfficientNetB1

TABLE 2. Performances of the ensemble learning methods and lightweight CNNs

(.jNN Ensemble Evalua-t ron PlantDoc Crop-PlantDoc iCassava2019
architectures methods metrics
. Accuracy (%) 70.04 86.21 91.34
ng}fﬁl?hiffe Testing time (sec.)  0.12 0.20 0.71
EfficientNetB1 No. of CNN models 2 8 10
Unweighted A'ccurafcy (%) 70.82 90.55 91.61
average Testing time (sec.) 0.13 0.20 0.71
No. of CNN models 2 8 10
. Accuracy (%) 66.73 85.20 88.34
Hi?lﬁﬁfh\t/i%e Testing time (sec.) 0.29 0.17 0.34
MobileNetV2 No. of CNN models 7 9 8
Unweighted A'ccuracy (%) 67.15 85.20 88.87
average Testing time (sec.) 0.41 0.17 0.38
No. of CNN models 10 9 9
. Accuracy (%) 68.68 88.35 87.81
Ili?greiléhf;%e Testing time (sec.) 1.29 0.52 1.56
NASNetMobile No. of CNN models 8 9 9
Unweighted Afzcurafcy (%) 68.68 88.69 88.07
average Testing time (sec.) 1.45 0.58 1.56
No. of CNN models 9 10 9
. Accuracy (%) 68.87 80.19 90.28
rgjlxelltgyhii%e Testing time (sec.)  1.20 0.46 1.94
InceptionResNetV2 No. of CNN models 7 2 9
Unweighted Accuracy (%) 69.46 80.30 90.64
Testing time (sec.) 1.20 0.46 1.94
average

No. of CNN models 7 2 9
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still significantly outperformed other CNNs on all datasets. Surprisingly, the ensemble
CNNs combined with two EfficientNetB1 models achieved an accuracy of 70.82% on the
PlantDoc dataset. It increased the accuracy of one EfficientNetB1 model by approximate-
ly 2%.

3.4. Experiments on stacking ensemble learning method. The stacked output
probabilities of CNN models were trained using the machine learning methods: LR, SVM,
KNN, RF, and LSTM. First, we fine-tuned the hyperparameters of each classifier. The
hyperparameters applied to each classifier were as follows. SVM, C = 1, gamma = 0.1,
kernel = RBF; KNN, K = 19, distance value = Euclidean, and weight = uniform; RF,
estimators = 800, max depth = 30, min samples leaf = 4, min samples split = 10, min
features = auto, and bootstrap = true; LSTM, 1 layer with 100 neurons, batch size = 64,
optimizer = Adam, epochs = 200. We examined the performance of each classifier with
a combination of two to ten CNN models.

Table 3 shows the experimental results of the stacking ensemble learning method.
Notably, EfficientNetB1 could be combined with all machine learning techniques and
achieved high accuracy. The experiments show that the EfficientNetB1 outperformed
other CNN architectures on two plant leaf disease datasets: Crop-PlantDoc and iCas-
sava2019. Consequently, InceptionResNetV2, when combined with the random forest
method, achieved the highest accuracy on the PlantDoc dataset. However, the Mo-
bileNetV2 was the best CNN architecture in fast prediction if the computation time
is considered. Further, the EfficientNetB1 provided the second fastest prediction time.

We also compared the experimental results of the ensemble learning method with the
stacking ensemble learning method. We observed that the stacking ensemble learning
method slightly outperformed the ensemble learning method on all plant leaf disease
datasets. However, the ensemble learning method performed faster than the stacking
ensemble learning method. This was due to the stacking ensemble learning method being
sent the output probabilities to predict the output with the machine learning technique,
while the ensemble learning method was computed with average the output probabilities.

We compared the experimental results with the previous studies. For the PlantDoc and
Crop-PlantDoc datasets, Singh et al. [12] achieved an accuracy of 29.73% and 70.53% on
the PlantDoc and Crop-PlantDoc datasets. Our stacking ensemble of CNN performed
better than Singh et al. [12] with an accuracy of 72.18% and 90.71% on the PlantDoc and
Crop-PlantDoc datasets. Furthermore, for the iCassava2019 dataset, our experimental re-
sult presents greater accuracy than the accuracy obtained from Enkvetchakul and Surinta
[15]. The results reported in Enkvetchakul and Surinta [15] achieved 84.51% accuracy. In
comparison, our proposed method achieved an accuracy of 91.87%.

4. Conclusions. This paper has proposed a stacking ensemble of deep CNNs to recognize
plant leaf disease images. First, we chose four lightweight CNNs, that were Inception-
ResNetV2, NASNetMobile, MobileNetV2, and EfficientNetB1, to compare the accuracy
of results. The experiments showed that the EfficeientNetB1 significantly outperformed
other CNN models on all plant leaf disease datasets.

We also demonstrated the impact of the ensemble learning method and the stacking
ensemble learning method. Second, two types of ensemble learning, unweighted majority
vote and unweighted average methods, were proposed to recognize the output probabilities
of the CNN models. Ensemble learning with the unweighted average method combined
with EfficientNetB1 achieved the best accuracy performance on the three datasets. Third,
we proposed to use five machine learning classifiers, consisting of LR, SVM, KNN, RF, and
LSTM, to create a model from the output probabilities of the CNN models. We found that
EfficientNetB1 still outperformed all CNN models on Crop-PlantDoc and iCassava2019
datasets. It was the only InceptionResNetV2 that achieved better performance on the



ICIC EXPRESS LETTERS, VOL.16, NO.5, 2022 527

TABLE 3. Performances of the meta-learner methods trained the model
using the output probabilities from the lightweight CNNs on (A) PlantDoc,
(B) Crop-PlantDoc, and (C) iCassava2019 datasets

(A)
. . . Meta-learner methods
CNN architectures Evaluation metrics IR SVM KNN RF LSTM

Accuracy (%) 71.21 7140 71.21 70.04 68.87

EfficientNetB1 Testing time (sec.)  0.66  0.66  0.13  0.20 0.20
No. of models 10 10 2 3 3

Accuracy (%) 68.87 67.90 67.90 68.68 63.81

MobileNet V2 Testing time (sec.)  0.33  0.37  0.33  0.33 0.16
No. of models 8 9 8 8 4

Accuracy (%) 68.09 69.07 6829 68.09 62.84

NASNetMobile Testing time (sec.)  0.97  0.81 145  0.65 1.13
No. of models 6 5 9 4 7

Accuracy (%) 70.82 71.01 71.21 72.18 69.65

InceptionResNet V2 Testing time (sec.) .71 154 137 1.20 1.20
No. of models 10 9 8 7 7

(B)

Meta-learner methods
LR SVM KNN RF LSTM

CNN architectures Evaluation metrics

Accuracy (%) 90.71 90.60 90.21 90.71 90.43

EfficientNetB1 Testing time (sec.)  0.17 022 020 0.17  0.15
No. of CNN models 7 9 8 7 6

Accuracy (%) 85.37 84.97 8593 85.37 8177

MobileNetV2 Testing time (sec.)  0.17  0.17  0.17  0.17  0.09
No. of CNN models 9 9 9 9 5

Accuracy (%) 89.03 89.25 88.75 88.75 85.65

NASNetMobile Testing time (sec.)  0.58  0.58  0.46  0.52 0.23
No. of CNN models 10 10 8 9 4

Accuracy (%) 83.12 82.72 8295 84.36 81.54

InceptionResNetV2 Testing time (sec.)  0.27  0.27  0.66  0.66 0.27
No. of CNN models 4 4 10 10 4

(©)

Meta-learner methods
LR SVM KNN RF LSTM

CNN architectures Evaluation metrics

Accuracy (%) 91.61 91.87 91.52 91.70 91.52

EfficientNetB1 Testing time (sec.) 0.71 064 071 0.64 0.71
No. of CNN models 10 9 10 9 10

Accuracy (%) 89.22 88.78 88.96 88.96 88.52

MobileNetV2 Testing time (sec.) 042 042 034 0.34 0.42
No. of CNN models 10 10 8 8 10

Accuracy (%) 87.81 87.46 87.99 87.63 87.81

NASNetMobile Testing time (sec.) 1.56 1.73 139  1.56 1.56
No. of CNN models 9 10 8 9 9

Accuracy (%) 90.19 90.55 90.55 90.11  90.64

InceptionResNetV2 Testing time (sec.) .77 177 196 137 1.96
No. of CNN models 9 9 10 7 10
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PlantDoc dataset. In the best of our experiments, the proposed stacking ensemble of
the CNN framework was finally combined with EfficientNetB1, which was the lightweight
model and random forest for the classifier. For the meta-learner method, all machine
learning methods could further improve plant leaf disease recognition performance.

In future work to improve plant leaf disease recognition performance, we will focus on
experiments with the other CNN frameworks, such as snapshot ensemble CNN and 1D-
CNN. We will study other data augmentation techniques in order to increase the training
data.
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