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ABSTRACT. In the context of education, many researchers design and develop methods or
tools to identify plagiarism and maintain study quality. Text-based plagiarism often oc-
curs in the academic domain, including online subjective examinations. Fach one of the
numerous proposed techniques has limitations in plagiarism detection. Here, a method is
presented to identify plagiarized subjective answers in Thai when the subjective examina-
tion is performed online using natural language processing techniques (e.g., POS tagging)
and cosine similarity analysis. The proposed method is called “similarity analysis of lin-
guistic syntax and words used”. Results gave scores of true positive rate (TPR) as 0.81.
Furthermore, the proposed method was compared with the baseline and when compared
to the baseline, our proposed method improved the average TPR by 7.69%. This may
demonstrate the success of our proposed method in identifying plagiarized subjective an-
swers.

Keywords: Subjective examination, Plagiarized subjective answers, Thai, Syntax anal-
ysis, POS tagging, Similarity analysis

1. Introduction. The COVID-19 pandemic has greatly impacted the education sys-
tem. With schools shut, students have had to adapt to online learning as a teaching
format. Examinations performed through the online system [1-3]. In Thailand, a sub-
jective examination is the usual method for an educational evaluation to assess student
knowledge, skills, attitudes and concepts [4]. Online subjective examination techniques
increase the chances of corruption, whereby students submit plagiarized answers and at-
tain good grades without achieving the desired learning outcomes [5,6]. Online plagiarism
corrupts results and represents a severe threat to the educational process.

In general, plagiarism occurs when someone uses words, ideas or work products at-
tributable to another identifiable person or source, without referencing the source from
which it was obtained, in a situation in which there is a legitimate expectation of original
authorship to obtain some benefit, credit or gain which need not be monetary [7,8]. pla-
giarism is one of significant problems in educational activity and educational challenges

DOLI: 10.24507 /icicel.16.06.639

639



640 C. SIBUNRAUNG, J. POLPINIJ, T. KHAMKET ET AL.

[7,8]. The task of plagiarism detection is to identify content similarity matches and this
task is an ongoing and long-standing study [9-11].

Plagiarism is common in Thailand and reported in 80% of graduate theses [2,3]. How-
ever, no definitive study has concentrated on investigating plagiarized subjective answers
in the Thai language to identify cheating and uphold academic integrity. Plagiarism for
subjective answers has become a very real threat for Thai Universities. First and second
year students have to enroll for general education (GE), with numbers exceeding 1,000
for many subjects. These large student numbers render identifying plagiarized subjective
answers by evaluators difficult as the task is very time-consuming. To achieve success, the
evaluators require a tool or system for automatic detection of subjective answer similarity
that can identify students who present answers or ideas attributable to others when com-
pleting subjective online examinations. The system must be able to process and analyze
data quickly before grade submission deadlines, especially for popular subjects chosen
by many students. Unfortunately, a system for automatic detection of subjective answer
similarity for Thai students has not yet been adopted.

Previous studies related to this problem addressed automated scoring techniques for
short answers to subjective tests in the Thai language [12-14], using prominent keyword-
based analysis together with similarity techniques [2,3,8]. These methods returned good
results but were still insufficient [9-11] because in the Thai language sentence syntax is
not flexible for plagiarized subjective answer identification [13]. To improve the accuracy
of identifying the correct answer and students’ answers for automatic scoring of short
subjective answers, the position or role of words must also be considered to reduce false
negatives and positives [9]. Furthermore, linguistic structural analysis to identify pla-
giarized content may also help to increase the accuracy of text similarity identification
[15-18]. Combining these methods can improve similarity identification accuracy for au-
tomatic scoring for short answers of subjective tests in Thai, with satisfactory accuracy of
identifying plagiarized subjective answers. Therefore, a method for identifying plagiarized
subjective answers was presented based on keyword analysis together with similarity and
syntactic structural analysis. This proposed method can be used to reduce false negatives
and positives by automatically identifying plagiarized subjective answers. Syntactic sen-
tence construction considered in this study included verb phrases and noun phrases. We
also compared our proposed method with the baseline method proposed by Saipech and
Seresangtakul [4]. Their method automatically analyzed Thai text using word segmenta-
tion and stop word elimination by cosine similarity. Their research objective was similar
to our study.

2. Related Work. The most commonly found piracy issues in educational activities are
textual-based plagiarism and citation-based plagiarism [9,19,20]. Textual-based plagiari-
sm involves copying and pasting text from other documents [9,19]. However, if the text
is paraphrased or translated by a human, it becomes difficult to automatically detect
plagiarism. Research into the development of automated tools to detect textual-based
plagiarism is ongoing, with some examples as follows.

Jadalla and Elnagar [21] presented a novel plagiarism detection system for Arabic text-
based documents utilizing a structure based on a search engine to reduce the cost of
pairwise similarity. They used the winnowing n-gram with fingerprinting algorithm to re-
duce the index size. Results showed an improvement in search time. The detection process
was accurate and robust, achieving recall at 0.94 and precision at 0.99. In 2014, Jiffriya
et al. [22] designed an effective plagiarism detection tool to evaluate text-based electronic
assignments. Their proposed tool identified suitable intra-corpal plagiarism detection for
text-based assignments by comparing unigram, bigram and trigram vector space models
with cosine and Jaccard similarity measures. Results suggested that a trigram vector
space model with cosine similarity was better than a trigram vector space model with
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Jaccard similarity measurements. Later, Elkhidir et al. [23] presented a tool called free
text plagiarism detection software (FTPDS). The main mechanism of this tool concerned
a document’s fingerprint algorithm, which detected the likelihood that documents were
plagiarized from each other. Their proposed system detected plagiarism between two giv-
en documents, a given document and a group of local documents, and between a given
document and online available documents.

In 2016, Bagai et al. [24] introduced a computer-based plagiarism detection technique
by combining the functionality of substring matching and keyword similarity to give more
accurate results. They also improved the efficiency of the clustering algorithm as the main
mechanism of the system by ranking the documents using longest common subsequence
(LCS) matching. Their proposed system returned satisfactory results. In 2017, Eisa et
al. [25] studied how to detect plagiarism related to scientific figures using textual-reference
representation for figure plagiarism detection techniques. Their method improved textual
feature extraction and similarity computation methods. Improved features allowed ex-
traction of textual references such as captions and descriptive texts, while the similarity
detection method classified a given figure into either plagiarized or non-plagiarized class-
es using a certain threshold value. After testing by recall and precision, their proposed
method returned recall and precision at 0.67 and 0.78, respectively. However, this method
was still unable to detect some figures that were plagiarized because the related textual
references of these figures had been changed or modified by paraphrasing or summariza-
tion techniques. In 2018, Sinaga and Hansun [26] implemented Rabin-Karp and Confix-
Stripping algorithms to assess the occurrence of plagiarism in scientific papers written in
Bahasa Indonesia. The existing software was designed for text written in English and not
suitable for text written in Bahasa Indonesia.

As detailed above, many text-based plagiarism detection systems or tools have been
proposed and research is ongoing. In Thailand, a high rate of 80% plagiarism has been
reported in graduate theses [2,3], and there are no studies that directly address plagiarism
detection for subjective tests. The most relevant studies concerning this problem inves-
tigated automated scoring for short answers of subjective tests in Thai [12-14]. These
studies used keyword-based analyses, along with similarity for automatic scoring of an-
swers to subjective tests in Thai. This method lacked accuracy because the position or
role of words was not considered, thereby increasing the rates of false negatives and pos-
itives. Our method used linguistic structural analysis in conjunction with keyword-based
analysis and similarity techniques to reduce the rates of false negatives and positives.

3. Method of Identifying Plagiarized Subjective Answers in Thai. This section
explains how to identify plagiarized subjective answers in Thai using the similarity analysis
method of linguistic syntax and words used. The overall picture of the proposed method
can be shown as Figure 1. It consists of five processing stages, with each stage explained
as follows.

Randomly Selecting |
an Answer as O

= Sequences of Verb

Suspected POS Tagging and |  Phrase and Noun Phrase | Representation of Suspected Answers ‘
s Tokenization | = Words used using Vector Space Model
Y
‘ Consideration based ‘ Comparing with the Results [ Similarity Analysis using Cosine ‘
on True Positive Rate Expert’s Answers \ Similarity

FIGURE 1. An overview of the proposed method
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Stage 1: Generating Linguistic Syntax of Thai Noun-phrase and Verb-phrase
Patterns

This stage subjects the suspected subjective answers to part of speech (POS) tagging to
obtain a sequence of POS tags for each sentence [27]. The ORCHID POS tag set was used
for the Thai language [27]. For the question, “Who was the first king of the Ayutthaya
Kingdom?”, there are two likely suspected answers as “msdnszoviisnuiemnninsogsnionseignos (The
first king of the Ayutthaya Kingdom was King Uthong)” and “minsdnzemisnveseraninseyseiienssdignes
(The first king of the Ayutthaya Kingdom was King Uthong)”. Examples of generating
and leveraging the POS tag sequence of these Thai subjective answers are illustrated in
Figure 2. These answers seem to be similar but in reality they are different. There is one
word in each suspected answer that makes them different. The first answer uses “wis (of )”
in the sentence, while the second uses “ws (of)”. In English, these words are similar but
they have a different meaning in Thai. Using the examples shown in Figure 2, we leveraged
three structures of the noun group and one structure of the verb group. The three
structures of the noun group were leveraged as “NCMN|NCMN|DONM|RPRE|NCMN?”,
“NCMN|NCMN|DONM|CNIT|NCMN” and “NCMN”, while the structure of the verb
group was detected as “JSBR”. Then, these structures were represented in the vector
space model (VSM) format (Figure 3). In this format, a structure present in the suspected
answer is represented by 1; otherwise it is represented by 0, meaning absent.

ndAsINsz0ALI N 1A I3 o Fonszidignes nfaidnizesAusnuesetandnsegsefons=dignea
(The first king of Ayutthaya Kingdom was King Uthong)  (The first king of Ayutthaya Kingdom was King Uthong)

ORCHIDFPOS [ > POS tagging Process ‘
tag set )
3 [NCMN] wizesd [NCMN] usn [DONM] w01 [RPRE] ndasd [NCMN] wszosd [NCMN] usn [DONM] s [CNIT]
91e3nsogse [NCMN] s [VSTA] w3zdignes [NCMN] o1andniegser [NCMN] fo [VSTA] wszidignes [NCMN]

FIGURE 2. An example of POS tag sequence of a Thai subjective answer

structure —of — noun — pharse structure — of —verb — pharse
NCMN | NCMN |DONM |RPRE |[NCMN NCMN | NCMN |DONM | CNIT | NCMN NCMN JSBR
Answer of Student-1 1 0 1 1 :|
Answer of Student-2 [ 0 1 1 1

F1GURE 3. An example of POS tag sequence found in the suspected answers
and represented them in the VSM format

Stage 2: Tokenizing the Suspected Subjective Answers

This stage splits the subjective answers into smaller units such as individual words.
For Thai text tokenization, a dictionary-based word segmentation with longest matching
algorithm [28] is applied to separating the text into Thai words. The Thai dictionary
consists of 120,800 words. An example of Thai tokenization is presented in Figure 4.

Stage 3: Representation of Suspected Subjective Answers

After performing stages 1 and 2, the POS tag sequences of VP and NP and words
used are represented in the format of a vector space model (VSM). In general, VSMs are
used to represent documents and queries as vectors of weights, where each weight is a
measure of the importance of an index term in a document or a query, respectively. The
term weighting scheme used in this study is term frequency (if) because its computational
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Answer of student-1: nibidnszasiisnuisaandnsegsnfonszidignes Answer of studeni-1: nde3d | nszasd | wsn | wis| erandns | ogsen | fa | nezidhgnes

Answer of student-2: ndaidnszasfusnuasnnandnisgsiAenszdignea oy . - - P
: ¢ Answer of student-2: ndasd | wizead | wsn [ vaa | eranins | egsen | fio | wizdhgnes

l l Represented by the VSM format

Tokenization

Words found a8 | wezesd | usn | wis | ves | ewdng | eesen | fie | wazdignes
Answer of Student-1 1 1 1 1 0 1 1 1 1
Answer of Student-2 1 1 1 0 1 1 1 1 1

FIGURE 4. An example of Thai text tokenization and representation

time is very low [29]. The equation of ¢f is

tfw.a = log (1 + tfw,d) (1)

The value of if, ; is the raw count of w in a suspected subjective answer d. In this study,
w can be a POS tag sequence of a VP, a POS tag sequence of an NP, or a word in the
suspected answers.

In this study, the structure used to represent the suspected subjective answers is called
vector space model (VSM) [29]. Then, a suspected answer is randomly chosen as a query,
denoted as (). Other subjective answers are considered as documents, denoted as D =
{di,ds,...,d,}. A representative example of the POS tag sequences of VP, the POS tag
sequences of NP and words is illustrated as Figure 5.

structure — of — noun— pharse structure — of —verb— pharse words _used
NCMN | NCMN | DONM |RPRE | NCMN NCMN | NCMN|DONM | CNIT | NCMN VSTA nEs | nezewd | usn -
Answer of Student-1 0301 0 0.301 0.301 0301
Answer of Student-2 [ 0 0301 0.301 0301 0301

FIGURE 5. An example representation of suspected answers

Stage 4: Analyzing the Similarity of Suspected Subjective Answers

After representing the verb phrase structure, noun phrase structure and words used as
@ and D in the format of VSM, cosine similarity (CS) was applied to estimating the
similarity of () and D, where CS measures the similarity between two non-zero vectors
using a Euclidean dot product space to measure the cosine of the angle between them
[29]. The CS equation is presented as Equation (2).

Zﬁ\il Qz X Dz
Vi @iV D}
The outcome of cosine similarity is bounded by [0, 1]. If the similarity score is close to 1,
this means close similarity between Q and D. However, if the similarity score is 1, this
means that ) and D are the same. It is noted that the CS similarity was chosen for this
study because the equation of this similarity measure is not complicated. Therefore, its
processing time is low.

Stage 5: Analyzing the Plagiarism Rate

A proposed solution for similarity rate consideration is presented as follows. Let N be
the number of similarity scores. In this study, these are similarity scores of verb phrase
structure noun phrase structure and words used in the suspected answers. S is a set of
the similarity scores (sim) of verb phrase structure, noun phrase structure and words
used, denoted as {simy, sima, simg}. The similarity rating between suspected subjective
answers can be calculated by the following equation.

sim(Q, D) =

(2)

N .
2= 50 (3)

g —
core N
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Suppose the similarity rates of verb phrase structure, noun phrase structure and words
used found in the suspected answers are 1, 0.33 and 0.66, respectively. Then, the similarity
rate of this example is

1.00 + 0.33 + 0.66
3
Thus, the suspected subjective answer has a similarity rate of 66.33%. However, if the pla-

giarism rate returns as 100%, those suspected answers might be considered as plagiarized
answer.

Score = ( ) x 100 ~ 66.33%

4. Results and Discussion. The dataset utilized in our experiment comprised infor-
mation collected from 100 students enrolled in the Fundamentals of Computer Science,
Computer Organization and Architecture, and Thai History courses, with each course
comprising five questions in the exam. The students were asked to provide subjective
answers. Results for automatically identifying of plagiarized subjective answers were
compared with the expert’s answers. Experimental results were evaluated for true pos-
itive rate (TPR), false negative (FN) and false positive (FP). The TPR measures the
proportion of positives that are correctly identified. FN may appear to be negative when
it is not, while FP determines something to be true, when in readily it is false [29]. How-
ever, we also compared our method to the baseline method proposed by Saipech and
Seresangtakul [4]. Their method analyzed automatic Thai subjective examination using
cosine similarity, and commenced by segmenting subjective answers into words using the
longest matching algorithm. These words were then represented into vectors using tf-idf.
The highlight of their study considered word synonyms, while they used cosine similarity
to measure the plagiarism of the answers. The results can be shown in Table 1.

TABLE 1. The experimental results by considering TPR, FN, FP and com-
putational time

Proposed method Baseline method
Time Time

(ms.) TPR | FN | FP (ms.)

0.84 | 0.14 | 0.15| 0.051 | 0.80 | 0.17 | 0.17 | 0.050

Courses of
subjective exam TPR | FN | FP

Fundamental of
Computer Science
Computer Organization | oo 15 19| 12 | 0.050 | 0.88 | 0.16 | 0.14 | 0.050

and Architecture
Thai History 0.81 [0.16 | 0.15| 0.060 | 0.73 | 0.18 | 0.18 | 0.063
Average 0.84 [0.14(0.14| 0.054 | 0.80 [0.18|0.16| 0.054

Results in Table 1 showed that our proposed method was satisfactory in terms of aver-
age TPR, FN and FP scores. Consideration of the linguistic structures of nouns and verbs
used in sentences improved the accuracy of identifying plagiarized subjective answers and
also increased the accuracy of similarity analysis compared to the baseline. The base-
line returned lower results than our proposed method but still performed satisfactorily
by considering synonyms that reduced language ambiguity during linguistic processing.
However, two possible reasons for the error rate of our proposed method were discussed.
Firstly, Thai language is written continuously without punctuation. This makes it difficult
to segment the correct words and align them to their tags, and hampers the extraction
sequences of POS tags. If the system returns wrong words, erroneous tags are also ap-
plied to these words. One solution to address this issue is to add more Thai words to the
dictionary because dictionary-based word segmentation based on the longest matching
algorithm is the main mechanism of tokenization. Therefore, if the Thai dictionary con-
tained insufficient words, poor results might be returned, and this increased the chances
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of mistakes when analyzing the VP and NP similarity of suspected subjective answers.
Secondly, named entity detection may be required to identify proper names in the sus-
pected subjective answers. Without using named entity detection, some proper names
could be separated into general words. If this issue is handled, errors in the similarity
analysis can also be induced in the suspected subjective answers.

5. Conclusion. This study presents a method of text-based plagiarism detection that
can be applied to identifying plagiarized subjective answers in Thai for examinations
performed online. The main mechanisms of the proposed method utilize natural language
processing techniques (e.g., POS tagging) and cosine similarity analysis. After comparing
the results of the plagiarized subjective answers with the expert’s answers, the results
were satisfactory both in terms of TPR and computational time. However, the efficiency
of the proposed system needs to be further improved in terms of TPR. Firstly, the Thai
dictionary used in this study can be improved by adding more Thai words. Secondly,
we plan to integrate named entity techniques to identify proper names in future studies.
Name entities should be identified, otherwise mistakes will occur in the similarity analysis
of suspected subjective answers. Without using the named entity identification method,
those name entities found in suspected subjective answers can be separated into many
words. Consequently, this can make the meaning of those words incorrect. In addition,

when compared to the baseline, our proposed method improved the average TPR by
7.69%.
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