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Abstract. A non-photorealistic rendering method has been proposed to generate cell-
like images from photographic images using an inverse iris filter and distance from the
edges of the photographic images. In this study, we propose a method to change the size
of cell-like patterns according to the depth by using RGB-D images, and to generate the
cell-like patterns in white and black areas where the cell-like patterns were less likely
to occur in the conventional method. To verify the effectiveness of the proposed method,
experiments were conducted to visually confirm the cell-like images generated by changing
the parameters in the proposed method.
Keywords: Non-photorealistic rendering, Cell pattern, Cell-like image, RGB-D image,
Pattern size, Inverse iris filter

1. Introduction. Non-photorealistic rendering is one of computer graphics [1, 2, 3] that
creates images with artificial enhancements such as illustrations and painting [4, 5, 6,
7, 8, 9]. A method for generating cell-like images from photographic images has been
proposed for non-photorealistic rendering [10, 11, 12]. The cell-like images are expressed
by superimposing cell-like patterns that imitate the cell membrane and cell nucleus on
the photographic images, and the cell-like patterns locally change in accordance with
the edges and shades of the photographic images. The generation of the cell-like images
enables users to convert the photographic images captured using a smartphone into the
cell-like images, and upload them to a social networking service. For the generation of the
cell-like images, a conventional method proposed in [10] used an inverse iris filter, [11] used
the inverse iris filter and photographic images that synthesize sine and cosine waves, and
[12] used the inverse iris filter and Euclidean distance from the edges. The conventional
method [11] extended the conventional method [10] to emphasize and align cell patterns
in cell-like images. The conventional method [12] expressed the cell membrane and cell
nucleus of the cell-like patterns more clearly than the conventional method [10], and
generated the cell-like patterns along the edges. However, the size of the cell-like patterns
by the conventional methods was constant, and the cell-like patterns were less likely to
occur in white and black areas of the photographic images. By partially changing the size
of the cell-like patterns, the expression of the cell-like images can be expanded, and by
being represented the cell-like patterns in the entire image, the visual effect of the cell-like
images can be improved.

In recent years, a smartphone with a stereo camera has appeared, and RGB-D images
with RGB values and depth have become familiar. Therefore, we propose a method to
change the size of the cell-like patterns according to the depth by using the RGB-D im-
ages instead of the photographic images in the conventional method [12]. In addition,
we propose a method to generate the cell-like patterns in the white and black areas by
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converting the brightness of the photographic images as a pre-processing of the conven-
tional method [12]. To verify the effectiveness of the proposed method, an experiment
was conducted to visually compare cell-like images of the proposed method with cell-like
images of the conventional method. Furthermore, an experiment was conducted to visu-
ally confirm the cell-like images by changing the values of newly added parameters in the
proposed method.
This paper is organized as follows: the second section describes the proposed method

to generate cell-like images from RGB-D images, the third section shows experimental
results and reveals the effectiveness of the proposed method, and the conclusion of this
paper is given in the fourth section.

2. Proposed Method. The proposed method was implemented in three steps: 1) create
distance-transformed images by calculating Euclidean distance from the edges of the RGB
values of the RGB-D images using the depth; 2) convert the RGB values; 3) generate cell-
like images from the distance-transformed images and the converted RGB values using
the inverse iris filter. The flow chart of the proposed method is shown in Figure 1.

Figure 1. Flow chart of the proposed method

The detailed procedure of the proposed method is as follows.

Step 0: The input pixel values (R,G,B) and the depth for spatial coordinates (i, j)
of an RGB-D image are defined as fR,i,j , fG,i,j, fB,i,j , and fD,i,j, respectively. The
pixel values fR,i,j, fG,i,j, and fB,i,j have value of U gradation from 0 to U − 1. The
depths fD,i,j are stored in centimeters and the unit of depths fD,i,j is meters.

Step 1: At each pixel, the parameters wi,j that determine the size of the cell-like
patterns are calculated using the depth fD,i,j in the following equation:

wi,j = wmax −
(wmax − wmin) (fD,i,j − fD,min)

fD,max − fD,min

(1)

where fD,min and fD,max are respectively the minimum and maximum values in the
depth fD,i,j, and wmin and wmax are respectively the minimum and maximum window
sizes set by the user. The smaller the values of the depth fD,i,j, the larger the size
of the cell-like patterns.
Gray-scale pixel values fi,j are calculated in the following equation:

fi,j =
fR,i,j + fG,i,j + fB,i,j

3
(2)
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Edges are extracted from the gray-scale image using EDISON [13] that is a feature
extraction tool that integrates edge detection and image segmentation. The shortest
Euclidean distances d1,i,j from the edge pixels are calculated at each pixel.

If the Euclidean distances d1,i,j are within mwi,j+wi,j/2±0.5 (m = 0, 1, 2, . . .), the
Euclidean distances d2,i,j are set to 0. Otherwise, the Euclidean distances d2,i,j are
set to ∞. When the positions where the Euclidean distances d2,i,j are 0 are expressed
on the image, it becomes lines of the interval wi,j along the edges.

Scanned from the upper left to the lower right of the image, and in the case that
the Euclidean distances d2,i,j are 0 at the target pixel (i, j), the Euclidean distances
d2,k,l in the range where the Euclidean distance from the target pixel (i, j) is smaller
than wi,j are updated to ∞, where the pixels (k, l) are pixels when the Euclidean
distance from the target pixel (i, j) is smaller than wi,j, and the Euclidean distance
d2,i,j of the target pixel (i, j) is not updated. When the positions where the Euclidean
distances d2,i,j are 0 are expressed on the image, it becomes dotted lines with the
spacing wi,j.

Scanned from the upper left to the lower right of the image, and in the case that
the Euclidean distances d2,i,j are ∞ at the target pixel (i, j), the Euclidean distance
d2,i,j of the target pixel (i, j) is updated to 0 if there is no pixel where the Euclidean
distances d2,k,l are 0 in the range where the Euclidean distance from the target pixel
(i, j) is smaller than wi,j. In all pixels (i, j), there are pixels that the Euclidean
distances d2,k,l are 0 within the radius wi,j.

The shortest Euclidean distances di,j from the pixels that the Euclidean distances
d2,k,l are 0 are calculated at each pixel. An image composed of the shortest Euclidean
distances di,j is called a distance-transformed image.

Step 2: The pixel values after converting the pixel values fR,i,j, fG,i,j, and fB,i,j are
respectively defined as gR,i,j, gG,i,j, and gB,i,j. If fR,i,j < b1 ∧ fG,i,j < b1 ∧ fB,i,j < b1
where b1 is a positive constant set by the user, then gR,i,j, gG,i,j, and gB,i,j are
respectively calculated in the following equations:

gR,i,j =
b1 (fR,i,j + 1)

f1,i,j + 1
(3)

gG,i,j =
b1 (fG,i,j + 1)

f1,i,j + 1
(4)

gB,i,j =
b1 (fB,i,j + 1)

f1,i,j + 1
(5)

f1,i,j = max {fR,i,j, fG,i,j, fB,i,j} (6)

If fR,i,j > U − b2 − 1∧ fG,i,j > U − b2 − 1∧ fB,i,j > U − b2 − 1 where b2 is a positive
constant set by the user, then gR,i,j, gG,i,j, and gB,i,j are respectively calculated in
the following equations:

gR,i,j =
(U − b2 − 1) (fR,i,j + 1)

f2,i,j + 1
(7)

gG,i,j =
(U − b2 − 1) (fG,i,j + 1)

f2,i,j + 1
(8)

gB,i,j =
(U − b2 − 1) (fB,i,j + 1)

f2,i,j + 1
(9)

f2,i,j = min {fR,i,j , fG,i,j, fB,i,j} (10)

Otherwise, gR,i,j, gG,i,j, and gB,i,j are the following equations:

gR,i,j = fR,i,j (11)

gG,i,j = fG,i,j (12)



726 T. HIRAOKA

gB,i,j = fB,i,j (13)

The above conversion makes it possible to generate the cell-like patterns in the white
and black areas.

Step 3: The output pixel values after processing with an iris filter [14] on di,j are
defined as Ci,j. The iris filter is executed with the 2r + 1 peripheral pixels (k, l) in
the window of size r. Angles θi,j,k,l between a vector (i−k, j− l) from the peripheral
pixels (k, l) to the target pixel (i, j) and a vector ((dk+2,l+2+dk+2,l+1+dk+2,l+dk+2,l−1

+ dk+2,l−2) − (dk−2,l+2 + dk−2,l+1 + dk−2,l + dk−2,l−1 + dk−2,l−2), (dk+2,l+2 + dk+1,l+2 +
dk,l+2 + dk−1,l+2 + dk−2,l+2) − (dk+2,l−2 + dk+1,l−2 + dk,l−2 + dk−1,l−2 + dk−2,l−2)) are
computed. The convergence indices ci,j of the target pixel (i, j) are calculated as the
following equation:

ci,j =
1

2r + 1

∣

∣

∣

∣

∣

i+r
∑

k=i−r

j+r
∑

l=j−r

cos θi,j,k,l

∣

∣

∣

∣

∣

(14)

The minimum and maximum values of ci,j are defined as cmin and cmax, respectively.
The convergence indices ci,j are converted to Ci,j in the following equation:

Ci,j = 255

(

ci,j − cmin

cmax − cmin

)

(15)

Pixel values hR,i,j , hG,i,j and hB,i,j are computed by using an inverse filter [15] in
the following equations:

hR,i,j = a (fi,j − Ci,j) + gR,i,j (16)

hG,i,j = a (fi,j − Ci,j) + gG,i,j (17)

hB,i,j = a (fi,j − Ci,j) + gB,i,j (18)

where a is positive constant. If hR,i,j , hG,i,j and hB,i,j are less than 0, then these
values must be set to 0, respectively. If hR,i,j, hG,i,j and hB,i,j are greater than U−1,
then these values must be set to U − 1, respectively. The image composed of the
pixel values hR,i,j , hG,i,j and hB,i,j is a cell-like image of the proposed method.

3. Experiments. An RGB-D image was obtained using ZED stereo camera. In the fol-
lowing experiments, the RGB-D image in Figure 2 was used: the left and right sides of
Figure 2 are the RGB and depth images, respectively. In the depth image, a white area
indicates a greater distance. The RGB-D image comprised 1280 ∗ 720 pixels and 256
gradations. Referring to [12], the values of the parameters r and a were set to 3 and 0.4,
respectively.
A cell-like image generated by the conventional method [12] is shown in Figure 3. The

size of the cell-like patterns was constant. The cell-patterns were blurred in the white
areas, such as the white board in the center of the image, and were also blurred in the

(a) RGB image (b) Depth image

Figure 2. RGB-D image



ICIC EXPRESS LETTERS, VOL.16, NO.7, 2022 727

Figure 3. Cell-like images generated by the conventional method [12]

black areas, such as the shadows under the desk and computer in the lower right and
lower left of the image.

In the following, the experiments were conducted with different values of the newly
added parameters wmin, wmax, b1, and b2 in the proposed method. And unless otherwise
noted, the values of the parameters wmin, wmax, b1, and b2 were set to 10, 20, 80, and 80,
respectively.

First, cell-like images generated by changing the value of the parameter wmin were
visually confirmed. The value of wmin was set to 5, 10, and 15. The experimental results
are shown in Figure 4. A smaller value of wmin resulted in a smaller representation of the
distant cell-like patterns and an overall smaller representation of the cell-like patterns.
In the conventional method [12], the size of the cell-like patterns could not be changed
partially, but in the proposed method, the size of the cell-like patterns could be changed
partially by changing the value of wmin.

(a) wmin = 5 (b) wmin = 10 (c) wmin = 15

Figure 4. Cell-like images generated by changing the value of wmin

Next, cell-like images generated by changing the value of the parameter wmax were
visually confirmed. The value of wmax was set to 15, 20, and 25. The experimental results
are shown in Figure 5. A larger value of wmax resulted in a larger representation of the
nearby cell-like patterns and an overall large representation of the cell-like patterns. In the
conventional method [12], the size of the cell-like patterns could not be changed partially,
but in the proposed method, the size of the cell-like patterns could be changed partially
by changing the value of wmax.

(a) wmax = 15 (b) wmax = 20 (c) wmax = 25

Figure 5. Cell-like images generated by changing the value of wmax
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Next, cell-like images generated by changing the value of the parameter b1 were visually
confirmed. The value of b1 was set to 0, 40, and 80. The experimental results are shown in
Figure 6. The larger value of b1, the clearer the cell-like patterns were represented in the
black areas such as the shadows under the desk and computer in the lower right and lower
left of the image. The proposed method could generate cell-like patterns in the black areas
that could not be represented by the conventional method [12] by changing the value of
b1.

(a) b1 = 0 (b) b1 = 40 (c) b1 = 80

Figure 6. Cell-like images generated by changing the value of b1

Finally, cell-like images generated by changing the value of the parameter b2 were
visually confirmed. The value of b2 was set to 0, 40, and 80. The experimental results
are shown in Figure 7. The larger value of b2, the clearer the cell-like patterns were
represented in the white areas such as the white board in the center of the image. The
proposed method could generate cell-like patterns in the white areas that could not be
represented by the conventional method [12] by changing the value of b2.

(a) b2 = 0 (b) b2 = 40 (c) b2 = 80

Figure 7. Cell-like images generated by changing the value of b2

4. Conclusions. We proposed a non-photorealistic rendering method to generate cell-
like images from RGB-D images using processing that extends the conventional method
[12]. Experiments were conducted using an RGB-D image, and it was found that the
proposed method can generate cell-like patterns in black and white areas that could not
be generated by the conventional method [12]. In addition, it was found that the proposed
method can change the size of the cell-like patterns partially according to the depth, which
could not be changed by the conventional method [12].
A subject for future study is to expand the proposed method for application to RGB-D

videos.
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