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ABSTRACT. Freedom of social media users who are not controlled in giving opinions
can make it easier for users to attack certain people, objects, or environments with hate-
ful language or commonly called hate speech. According to the Indonesia Criminal In-
vestigation Police, 80% of cybercrimes reported were expressions of hatred. Preventive
actions taken by Facebook & Twitter are deemed ineffective because checking hate speech
s still manually through user reports. In this study, we used a machine learning algo-
rithm, which is Support Vector Machine (SVM), to identify whether a speech is con-
sidered as hate speech or not. We combined the SVM with the Lexicon-based Features
and Synonym-based Query Expansion method. The models were trained and evaluated by
calculating Accuracy, Precision, Recall, and F-measure. This study shows that the use of
the Synonym-based Query Expansion method can improve the performance of the SVM
model with Lexicon-based as its feature.

Keywords: Hate speech, Classification, Support Vector Machine, Lexicon-based, Syn-
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1. Introduction. Hate speech is a form of speech that targets certain group character-
istics, such as ethnic origin, religion or beliefs, gender, or sexual orientation [1]. Since
the Indonesian National Police issued a Circular Letter No. SE/6/X/2015 regarding the
handling of hate speech in October 2015, according to Purnomo Hadi Suseno, Head of
Unit 5 of Criminal Investigation Body of the Indonesian National Police, 80% of cy-
bercrimes reported were hate speech [2]. The increase in the percentage of hate speech
outperformed reports of online fraud cases in buying and selling occurring along with
political momentum, such as the general election [3].

The growth of social media and microblogging web services such as Twitter makes it
possible to analyze user tweets almost in real time. These Twitter’s tweets can be analyzed,
considering that users tend to express the level of emotion towards each event using a post
or tweet [4]. This analysis is expected to be able to identify which tweets contain hate
speech and the motives behind the writing of these tweets. Research that used Twitter’s
tweets as its data encountered several challenges, which are the classification accuracy,
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the use of sarcasm within tweets, and word usage variation [5]. The reason for these issues
is due to variations in the slang words and other abbreviations used, as well as the limited
character of the Tweet (140 characters). Therefore, an approach is needed to solve these
problems.

The use of Lexicon-based Features has been used to classify hate speech in Indonesian.
By using Lexicon-based Features, various harsh words in ethnic languages in Indonesia
can be grouped properly [6]. A study was conducted to classify positive and negative
sentiments from sports-related tweets using only Lexicon-based Features, which shows
that only by using Lexicon-based Features, the accuracy value can reach 95% [7]. However,
a study indicated that the use of Lexicon-based Feature selection can reduce the evaluation
value, because many words are not detected after the feature selection is carried out, where
the only words that can be detected are those that are taken only in the Lexicon dictionary
[8]. Also, Lexicon-based Features cannot perfectly classify hate speech, as it is unable to
polarize figures of speech such as sarcasm.

A study researched on Indonesian hate speech sentiment analysis from Twitter using
the Naive Bayes Classifier and Support Vector Machine [9]. The highest accuracy results
were obtained when using the Support Vector Machine classification method with unigram
tokenization, Indonesian stopword lists and emoticons, with an average Accuracy value
of 66.6%, a Precision value of 67.1%, and a Recall value of 66.7%. Another research used
a Polynomial Support Vector Machine kernel with two degrees with Query Expansion
to analyze reviews from online shop customers [10]. The study used Query Expansion
to expand words in the test data that are not found in the training data by looking for
synonyms of words in the test data. The final test results produce an average accuracy
of 96.25% using Query Expansion and 94.75% without using Query Expansion. These
studies indicate that the combination of SVM with Lexicon-based Features and with
query expansion can lead into a good performance.

In this study, we propose a combination of Support Vector Machine with Lexicon-based
Features and Synonym-based Query Expansion method to classify whether a tweet is a
hate speech or not. To our knowledge, the combination of Lexicon-based Features and
Synonym-based Query Expansion with Support Vector Machine has never been imple-
mented before. Lexicon-based Features are used to assess the level of polarity of a word,
while the Synonym-based Query Expansion method is used so that all words that do not
appear in the training data are guaranteed to be processed properly by the model. Raw
data preprocessing and variant transformations were carried out to handle slang, abbre-
viations, and other noises. Afterwards, we observed and analyzed the performance of all
models. This research is an extended version of the author’s thesis [11].

The following sections are arranged as follows: Section 2 describes the methods used
in this research, Section 3 explains and discusses the result, and Section 4 contains the
conclusion of this research.

2. Materials and Methods. In this paper, the hate speech identification method based
on sentiment analysis technique is applied to classifying Twitter feeds. The process is
subdivided into 6 stages: (1) Data acquisition and labelling, (2) Data pre-processing, (3)
Feature selection, (4) Weighting, (5) Classification, and (6) Evaluation. The proposed
method is shown in Figure 1.

2.1. Data acquisition and labelling. A collection program has been widely used to
search for tweets by using certain keywords from the Twitter feed using the T'witter Search
API [12]. The data taken is data that has keywords regarding the President and Vice
President of the Republic of Indonesia for the period 2019-2024. The total amount of data
obtained is 1111 data, which is then divided into 1011 training and validation data and
100 testing data.
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FIGURE 1. Research method

The tweet data that has been obtained is then labelled manually by language linguists
who have graduated from postgraduate education. The data is labelled with 2 labels,
namely the hate class and the non-hate class. From 1111 data, 791 were labelled as hate
and 320 were labelled as non-hate. For the training and validation data, the number of
hate classes is 733 and for the non-hate class is 278. For the testing data, 58 data were
labelled as hate, and 42 data were labelled as non-hate.

2.2. Data preprocessing. Data preprocessing is a process that is carried out to clean
and prepare the data before further usage. Preprocessing itself is often conducted based
on certain steps, which are case folding, tokenization, filtering, and stemming [13].

2.2.1. Case folding. Case folding is the initial stage of text preprocessing which converts
all characters of text letters to lowercase. In the text data taken, there are still capital
letters, non-standard writing, or typing errors that cause inequality of sentence structures.
With the case folding technique, “There”, “NO”, “WoW” will be changed to “there”,
(13 7

no”, “wow”. Therefore, case folding is needed so that the documents to be processed
have the same structure to facilitate further processing.

2.2.2. Tokenization. Tokenization is the stage of cutting the input string based on each
word that makes it up [14]. At this stage, the tweet data in the form of sentences or
paragraphs are broken down into separate word collections or single words in the form of
a word list. In addition, at this stage, whitespace, punctuation marks, and symbols are
removed from the text data. This stage aims to tidy up each word in the text to make it
easier to extract information.

2.2.3. Filtering. Filtering or often called stopword removal aims to select important words
from the tokenization results and remove words that are not used in the identification
process, such as the words “which”, “in”, “t0”, and “can”. The process works by matching
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pieces of the input string with the stopword dictionary. A stopword matching algorithm is
performed by deleting a word in the input string if that word is in the stopword dictionary.
Meanwhile, the words that are not in the stopword dictionary will be stored to continue the
next process. This process is repeated gradually in each data until the output document
is a set of important words.

2.2.4. Stemming. Stemming is the process of getting the stem or root word of a word in
a sentence by separating each word from its prefix and suffix. For example, the words
“together”, “togetherness”, “equal”, will be stemmed to the root word that is “the same”.
The stemming algorithm for one language is different from the stemming algorithm for
another language. For example, English has a different morphology than Indonesian, so
the stemming algorithm for the two languages is also different. In English texts, the only
process required is the process of removing suffixes. While the Indonesian language text is
more complicated /complex because there are variations in the affix that must be removed
to get the root word of a word.

2.3. Feature selection. After cleaning the tweet data, a feature selection process is
carried out to determine the weight of the features that will be used in the training
process. The feature extraction process in this study uses the Lexicon dictionary and
synonym-based word extensions.

2.3.1. Lexicon-based Features. Lexicon-based Features is a method used for the sentiment
analysis process, where the process uses a lexical or language source as a dictionary. The
working principle of this method is to match words that are in sentiment dictionaries
(data containing sentimental words) and calculate the frequency of their occurrence in text
documents. The sentiment in this research is hate speech and non-hate speech. Because
it only compares two sentiments, in this study, the sentiments that exist in sentiment
dictionaries are only the hate speech sentiments. Examples of words with hate speech
sentiment are tabulated in Table 1.

TABLE 1. Indonesian hate speech word sample

Hate speech word
Bajingan | Asu | Bangsat | Goblok
Bodoh | Bunuh | Tipu | Bohong

2.3.2. Synonym-based Feature Expansion. This method uses the concept of Query Ex-
pansion. Query Expansion is a technique of rearranging queries by adding words to the
information retrieval system query that depends on the user’s initial query, in order to in-
crease the number of relevant documents returned [15]. Synonym-based Query Expansion
method is used to expand words that are not contained in the features of the training data
so that features in the test data that do not appear in the training data can be replaced
by using their synonyms. Synonym data used in this method is created online using the
Kateglo API, an open application that provides a dictionary, thesaurus, and glossary for
Bahasa Indonesia. The synonym list of words will be saved in text format and combined
with the synonym list of other words.

2.4. Term Frequency-Inverse Document Frequency weighting. At the Term Fre-
quency-Inverse Document Frequency (TF-IDF) weighting stage, each document is weighed
to obtain the value of the data term/word that has gone through the previous preprocess-
ing process. This weighting step is carried out by converting the document into a vector
with many terms obtained from the results of the preprocessing stage. TF-IDF will calcu-
late the weight of each term so that the term value can represent the document. Table 2
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TABLE 2. Example of tweet data that will be calculated using TF-IDF

No Tweet Label
1 dukung jokowi presiden Non-hate
2 | presiden jokowi kunjungi singapura | Non-hate
3 presiden jokowi pki Hate

TABLE 3. Example of TF-IDF

Term |df|TF-d1|TF-d2|TF-d3|Idf|TF-IDF1|TF-IDF2|TF-IDF3|TF-IDF
presiden| 3 | 0.3 0.2 0.3 |0 0 0 0 0
jokowi |3 ] 0.3 0.2 03 |0 0 0 0 0.1
dukung [ 1| 0.3 0 0 (04 0.1 0 0 0.2
kunjungi| 1 0 0.2 0 104 0 0.1 0 0.2

shows examples of tweets that have not passed the TF-IDF process, while Table 3 shows
the TF-IDF of tweets from Table 2.

2.5. Classification. Support Vector Machine (SVM) is one of the supervised classifi-
cation methods to analyze and recognize patterns from data [16]. SVM is included in
supervised learning, which means it requires several data that is used as training da-
ta for classification. Based on statistical theory, SVM guarantees an accurate prediction
performance [17]. The concept of SVM is to look for the best hyperplanes that separate
positive and negative training data. The hyperplane is called a decision boundary or de-
cision surface. Figure 2 shows the results of SVM in linear data sets. w is a normal vector
of hyperplane which has the perpendicular direction of the hyperplane [18].

~ . y=1
w*x)+b=1
O

FIGURE 2. SVM in a linear dataset

SVM will try to maximize the margins of positive data and negative data. Supposing
that (w - z) — b is a linear equation and each d, and d_ is the shortest distance from
the separating hyperplane to the positive and negative data points, then the margin of
the hyperplane is d; + d_. An optimization problem with existing constraints must be
maximized to find the maximum margin of the hyperplane (Equation (1)).

Lp = Zai - % Z yiyjaiaj<37i : %’)
i=1

ij=1
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Zn: yia; =0
=1

0<a;<C,i=12.3,...,n (1)

However, among all the a; values there are only a few that reside inside the hyperplane.
These data points are called support vectors. Linear separated data is, in fact, not always
ideal because there is noise in the data. SVM that has been described previously cannot
find a solution if there are noises in the data. Therefore, to allow errors in the data, we
can loosen the constraints to the margins by adding the slack variable & > 0, as shown
in Equation (2).

(w-x)+b>1-¢, ify; =1
(w-x)+b<1-¢, ify;=—1 (2)

With the use of the slack variable, a new optimization problem must be solved by max-
imizing Equation (1) within the existing constraints. After completing the optimization
problem, we will get support vectors along with the a; values of each of these data points.
The values that have been obtained will be able to produce a decision rule equation
that can be used to classify new data. For example, at new z data points, the decision
rule is shown in Equation (3). ¢ is a function that maps its input to a high-dimensional
feature-space [19].

class(z) = sign Z yia;(p(z) - p(2) +b) (3)

2.6. Evaluation. Before the data is fed into the classification engine, the data is divided
into two, namely training data and testing data using the cross-validation method. This
test is carried of a 10-Fold Cross Validation. From every time a test occurred to a fold, a
matrix with a size of 2x2 will be produced as the representative of the actual class and

prediction class. Table 4 explains the confusion matrix for prediction results produced by
the SVM.

TABLE 4. Confusion matrix

Predicted data
Actual data | Hate speech | Non-hate speech
Hate speech THS FHS

Non-hate speech FNHS TNHS

THS is the amount of the hate speech correctly predicted hate speech, FHS is the
amount of hate speech incorrectly predicted as a non-hate speech, FNHS is the amount
of non-hate speech falsely predicted as hate speech, and TNHS is the amount of non-
hate speech correctly predicted as non-hate speech. From the confusion matrix, Accuracy,
Precision, Recall, and F-Measure can be calculated by using respectively Equation (4),
Equation (5), Equation (6), and Equation (7).

THS + TNHS
A = 1 4
Curey = s FHS + FNES 1+ TS < 100 4)
. THS
Precision = m x 100% (5)
THS
= 1
Recallpatespeech THS + FNIIS x 100% (6)
Precisi I
P Measure — 2 x recision X Reca (7)

Precision + Recall
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3. Results and Discussion. The training process is carried out on the dataset to form
an SVM model that can classify hate and non-hate speech well. To evaluate the model,
K-Fold cross-validation is used with K = 10. We trained and evaluated the model on
SVM, SVM with Lexicon-based Features, SVM with Synonym, and the SVM with Syn-
onym and Lexicon-based Features. All models that have been trained are then tested for
their performance with 100 predetermined test data. The comparison of each model’s
performance (Accuracy, Precision, Recall, F-Measure) is tabulated in Table 5.

TABLE 5. Comparison of the classification results

Method Time |Accuracy|Precision| Recall [F-Measure
SVM 42,298 s | 68.84% 89.23% |42.86% | 57.90%
SVM + Lexicon 39,903 s| 59.11% 73.42% [ 28.57% | 41.14%
SVM + Synonym 54,307 s| 70.03% | 89.74% (45.24%| 60.15%
SVM + Lexicon + Synonym| 49,269 s | 59.44% | 71.95% |30.95% | 43.28%

From Table 5, it can be seen that the best performance is achieved when using the
Synonym method, but the processing time is the longest compared to others. This is
due to the need to check the Synonym dictionary. On the other side, the Lexicon-based
method does accelerate processing time in exchange for lowering its performance, even
lower when compared to simple SVM. This may be due to the loss of important features
because these features are not contained in the Lexicon corpus. The combination of using
the Lexicon-based method and Synonym managed to increase every metric except the
Precision compared to the Lexicon-based method without Synonym. Overall, the Synonym
method outperforms the combination of Lexicon-based method and Synonym. From these
results, we believe that the use of the Synonym method plays a major role in increasing
each metric of the simple SVM model.

4. Conclusions. Based on the research that has been conducted, the SVM works the best
to classify whether a tweet is a hate speech or not when combined with word expansion,
in this case, the Synonym method. The SVM with Synonym method achieved the best
performance when compared to other combination, scoring Accuracy of 70.03%, Precision
of 89.74%, Recall of 45.24% and F-Measure of 60.15%. On the other side, using Lexicon-
based features decreased the performance of SVM. This likely due to the loss of important
features, as Lexicon-based Features are unable to process word that is not contained in the
Lexicon corpus. The Lexicon-based Features also enjoyed an increase in Accuracy, Recall,
and F-Measure when combined with Synonym method. From these points, we concluded
that the Synonym method plays a vital role in producing a good SVM model, in this
case, specifically for identifying whether a tweet is considered hate speech or not. We also
recommend combining more robust models such as Neural Network with Lexicon-based
as its features with Synonym methods in detecting hate speech to improve the model’s
performance further.
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