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Abstract. This paper proposes an extractive text summary model with the aim of sum-
marizing news documents with the ability to present the main information available to
shorten the required reading time. This problem has become quite significant, especially
in the information era, since the number of texts in documents, especially news docu-
ments, is growing quite rapidly. This paper explains the effectiveness of Harris Hawks
Optimization (HHO) in finding the optimal weight of the 14 text features presented for
text summarization. We used the IndoSum dataset which is the standard text summa-
rization dataset for the case of Indonesian text. The HHO approaches were measured
at several compression rates and evaluated using Recall-Oriented Understudy for Gisting
Evaluation (ROUGE) measurements. We also evaluated the effectiveness of HHO in sup-
porting the related weighting function. Our experimental results show that the proposed
method is not only computationally more efficient compared to the neural model but also
highly reliable especially for out-of-domain topics.
Keywords: Text summarization, Harris Hawks optimization, Feature weighting, Text
features, Text processing

1. Introduction. With the development of the information era lately, there are many
sources of information or news that can be obtained from the Internet. This has led to
the emergence of a large number of research focuses in the field of text summarization.
By definition, text summarization is a process to automatically create a compressed text
version of a given text, while still presenting useful information for the users [1]. This
summary must reflect the entire summarized paragraph without losing the information.

In fact, according to the International Data Corporation (IDC), digital data circulat-
ing on the Internet every year around the world reached 4.4 zettabytes in 2013, and is
predicted to reach 180 zettabytes by the end of 2025. The exceptionally large amount
of data may contain less important or less representative data. With a large amount of
data circulating in cyberspace, it is necessary to have a machine learning algorithm that
can automatically summarize longer text into a shorter version with accurate information
delivery.

Of course, to achieve this goal, there are many challenges faced in developing a text
summarization algorithm. For example, as humans, to be able to make a summary nar-
rative of information, we need to read the document as a whole to get an understanding
both explicitly and implicitly before writing it down into a summary. Since different from
humans, computers do not have an implicit and broad understanding, and only rely on the
written text in the document, it makes text summarization a challenging and non-trivial
study.
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It should be noted that the text summarization approach consists of two main methods,
namely extractive and abstractive. There are many methods that can be done with both
extractive and abstractive approaches, one of which is Harris Hawk Optimization (HHO)
algorithms that belong to extractive approach. The basic difference for the extractive and
abstractive text summarization methods can be found in the summary results generated.
In extractive text summarization, the summary results are a collection of sentences that
are considered important, while abstractive text summarization attempts to create an
abstract that may contain sentences that are not in the document or a paraphrased
sentence.
The rest of the paper is summarized as follows. In Section 2, we discuss related work in

text summarization, followed by Section 3 and Section 4 where we outlined the proposed
text features optimization method using HHO along with the text features equation and
the problems representation. The final results are analyzed and discussed in Section 5,
with neural and non-neural model as comparison. Finally, conclusions are given in Section
6.

2. Related Work. Text summarization was first proposed by Luhn in 1958 [2]. Then it
was followed by several other approaches such as graphs, feature vectors, cluster-based,
and Evolutionary Algorithms (EA) which employed a natural approach. Several studies
have followed, including those which used the lexical chain method to obtain a repre-
sentation of a text [3] and which used the LSA (Latent Semantic Analysis) approach to
compile text summaries based on the semantic level [4].
Other studies were also carried out using the evolutionary algorithm as proposed by

Silla et al. [5] who used genetic algorithms in attribute selection and supervised learning
methods to make summaries of text. In Indonesian case study, Aristoteles et al. [6] used a
genetic algorithm approach as a weighting algorithm in feature selection with additional
features of semantic relations between sentences.
It is unfortunate that text summarization research, especially in Indonesia as reported

by Slamet et al. [7] and Gunawan et al. [8], still did not use Recall-Oriented Understudy for
Gisting Evaluation (ROUGE) [9] as the evaluation method even though this method had
become the standard metric for text summarization research. A research that employed
ROUGE evaluation method can be found in [10] by Massandy and Khodra which could
achieve a very high ROUGE-2 value. However, this study only used a dataset consisting
of 56 articles and cannot be accessed publicly.
In the vast information era, many optimization approaches use evolutionary algorithms

that can find a solution in a very large state space while at the same time overcoming the
optimum local problems that are often found in the approach using gradient search as
presented by Lee and Geem [11]. The problems found in this gradient approach become
the basis for scientists to develop better optimization methods.
The Harris Hawks optimization algorithm proposed by Heidari et al. [12] was used in

this study for weighting optimization. The HHO algorithm itself is one of many algorithms
inspired by the behavior of the nature where the Harris Hawks hunts its prey in the wild.
The HHO algorithm becomes superior among other metaheuristic algorithms after being
recognized as a superior exploitation and exploration strategy, thereby enabling HHO to
avoid Local Optimum (LO) and early convergence.

3. Proposed HHO Summarizer. This study consists of three main parts, namely text
preprocessing, text features, and optimization algorithm to support the weighting of text
features. These components are interconnected and called HHO Summarizer.

3.1. Text preprocessing. Text preprocessing is a stage to prepare text or documents
that will be processed at a later stage [7]. Since this study employed the IndoSum as the
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dataset, the input for the process was in the form of a document that had been tokenized.
However, for real case use, the preprocessing collections used are

• Sentence Fragmenting
Sentence fragmenting is the first process for dividing a document into sentence

segments.
• Case Folding

In this process, all of the alphabets in the document are converted to lower-case.
• Tokenizing

This process continues the process in stage 1 to segment each word from each
existing sentence.

• Stopword Removal
This process removes all words contained in the “stopword” list in Indonesian.

These words include “di”, “pada”, “karena”, etc.
• Stemming

This process maps and decompress the form of a word into its basic word form.
This study refers to stemming algorithm for the Indonesian language [13].

3.2. Text features. In the extractive summarization process, text features were used to
assess the sentences and words in a document. For each function defined, the higher the
score of a sentence indicates that the sentence is more important and most likely to be
part of the resulting summary. Various features used for this paper are as follows.

• f1: TF/ISF (Term Frequency/Inverse Sentence Frequency): This calculation served
to limit the number of terms that appeared frequently but were not beneficial for
summaries [14].

f(s) = tf · isf (1)

tf (t, s) = ft,s (2)

isf i = log

(
N

1 + sf i

)
+ 1 (3)

where ft,s is the raw count of a term in a sentence, i.e., the number of times that term
t occurs in sentence s, and isf i is the logarithmically scaled inverse fraction of the
sentences that contain the term (obtained by dividing the total number of sentences
by the number of sentences containing the term, and then taking the logarithm of
that quotient).

• f2: Sentence Location: The value of features was determined by the sentence’s
position. When compared to other sentences, the first five sentences in a paragraph
usually have the most important meaning; hence, the first to the fifth sentence would
get a score based on their position [15].

f(s1) = 1 (4)

· · · (5)

f(s5) = 4/5 (6)

f(sn) = 0 (7)

• f3: Title Similarity: The ratio of the number of words in each sentence that intersects
the words in the title.

f(s) =
keywords in s ∩ keywords in title

keywords in s ∪ keywords in title
(8)

• f4: Proper Noun: This calculation served to count the number of nouns contained
in a sentence.
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f(s) =
proper noun in s

length(s)
(9)

• f5: Pronoun: This calculation served to count the number of pronouns contained in
a sentence.

f(s) =
pronoun in s

length(s)
(10)

• f6: Noun: This calculation served to count the number of nouns contained in a
sentence.

f(s) =
noun in s

length(s)
(11)

• f7: Cohesion with all sentences: Cosine similarity was used in this computation to
measure how similar it was to other sentences. The similarity value of the sentence
was added to the similarity value of all the sentences in the news. The higher the
similarity value, the more likely the sentence was to be a frequently used sentence
that represents news content.

f(s) =
n∑

i=1

sim(s, si) (12)

• f8: Cohesion with centroid: The sentence was compared to the centroid vector
produced from the average of all sentence vectors in the document, much like in the
previous computation.

f(s) = sim(s, scentroid) (13)

• f9: Numerical Value: This calculation served to weigh sentences with numbers.
Numbered sentences were usually the main sentences that conveyed a summary.

f(s) =
numerical data in s

length(s)
(14)

• f10: Sentence Length: This calculation served to remove very short sentences since
usually these sentences were not expected to appear in the summaries, namely author
names, advertisements, etc.

f(s) =
number of words in s

unique word in the document
(15)

• f11: TextRank Algorithm: This feature uses the PageRank [16] algorithm to calcu-
late the ranking of nodes (sentence) in a graph. The scores were used for the final
calculation of sentence score, similar to what have done for web page ranking.

f(s) = textrank(s) (16)

• f12: Thematic Word: This feature served to calculate the sentences’ value that
contain frequently appearing words in the news. We take 15 most frequent words
from the document as thematic words.

f(s) =
keywords in s ∩ keywords in thematic

keywords in s ∪ keywords in thematic
(17)

• f13: Bushy Path: The number of other phrases that were lexically related was cal-
culated using the bushiness value of a node (sentence) [17]. Sentences that offended
each other usually described an important theme.

f(s) = branch connected to the node (18)
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• f14: Aggregate Similarity: Aggregate similarity values were obtained to calculate the
importance of sentences in a paragraph. Aggregate similarity calculated the sum of
the weights of each connected node, much like a bushy path.

f(s) =
∑

weight connected to the node (19)

From the features that will be used, the calculation of each function will be applied to
each sentence which is denoted as s. Notation d used for a document or entire paragraph
that represents a news, and n is the number of sentences contained in the news. It should
be noted that to prevent the text feature from getting a value of 0, the final result of
f1-f14 will be added with a bias value of 0.05.

3.3. HHO on weighting feature. The role of HHO in the text summarization is to
provide optimal weight for each feature to be used so that each feature has its own
importance scale. HHO in weight determination can support several features that may or
may not have an impact on the final summary. This is supported by the fitness function
as the determinant.

Fitness functions play an important role in any metaheuristic algorithm, including the
HHO used in this study. Fitness function can be described as a jury whose job is to
assess the level of an individual’s readiness to survive in the next generations. In this
study, the fitness value of an individual HHO is the average ROUGE score from the
documents contained in the training set. Therefore, each individual HHO which carries
weight as a solution will go through the process of calculating the ROUGE score for the
entire document in the training set which then becomes the individual fitness value. An
example of a single Hawks vector representation for text summarization solution can be
seen in Table 1.

Table 1. Hawks vector representation

w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12 w13 w14

It can be seen that the value of each cell in Hawks vector represents the weight for
each text feature starting from f1 to f14. The resulting solution will pass SoftMax as
an activation function so that every sentence s in document d where j is the feature is
determined by the formula:

score(s) =

num of feature∑
j

softmax (wj)× fj(i) (20)

Each individual in the HHO population will bring their own solution and will pass the
fitness formula to determine the level of goodness of the solution produced by the Hawk
itself. The HHO individual fitness formula can be formulated into

fitness(i) =
1

n

n∑
d

ROUGEusing solution i(d) (21)

where i is each individual HHO, n is the number of documents in the training set, and d
is each document in the training set.

All Hawk vectors in this population will start with random value ranging from −1 to
1, and will go through exploration and exploitation phase of 50 epochs. We used 100
individual population that represents 100 solution that will better each generation or
epoch.
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4. HHO Summarizer Architecture. The system architecture consists of three main
phases, namely training phase, testing phase, and evaluation phase. The training phase
includes the process of modeling using HHO to obtain optimal feature weight values,
followed by the testing phase, and then the successfully formed models were tested with
the test data. The structure of HHO Summarizer can be seen in Figure 1.

Figure 1. HHO Summarizer architecture

Table 2. IndoSum dataset summary example

Input
article

Suara.com - Cerita sekuel terbaru James Bond bocor . Menurut sum-
ber yang terlibat dalam produksi film ini , agen rahasia 007 berhenti
menjadi mata-mata Inggris demi menikah dengan perempuan yang
dicintainya . ” Bond berhenti menjadi agen rahasia karena jatuh
cinta dan menikah dengan perempuan yang dicintai , ” tutur seo-
rang sumber yang dekat dengan produksi seperti dikutip laman Pa-
geSix.com . Dalam film tersebut , Bond diduga menikahi Madeleine
Swann yang diperankan oleh Lea Seydoux . Lea diketahui bermain
sebagai gadis Bond di sekuel Spectre pada 2015 silam . Jika benar ,
ini merupakan satu-satunya sekuel yang bercerita pernikahan James
Bond sejak 1969 . Sebelumnya , di sekuel On Her Majesty , James
Bond menikahi Tracy Draco yang diperankan Diana Rigg . Namun
, di film itu Draco terbunuh . Plot sekuel film James Bond ke - 25
bocor tak lama setelah Daniel Craig mengumumkan bakal kembali
memerankan tokoh agen 007 . PageSix.com

Expected
summary

Cerita sekuel terbaru James Bond bocor . Menurut sumber yang
terlibat dalam produksi film ini , agen rahasia 007 berhenti menja-
di mata-mata Inggris demi menikah dengan perempuan yang dicin-
tainya . Jika benar , ini merupakan satu-satunya sekuel yang berceri-
ta pernikahan James Bond sejak 1969 . Sebelumnya , di sekuel On
Her Majesty , James Bond menikahi Tracy Draco . Namun , di film
itu Draco terbunuh .

Source Suara
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This study employed the IndoSum dataset [18]. This dataset is a special dataset for
benchmarking the text summarization algorithm in Indonesian language which has at
least 20 thousand total news items with each gold summary. The IndoSum dataset was
divided into 5 folds where each fold had training, development, and testing data. The
distribution of this data allowed the model to be trained on estimated 100 thousand news
items.

Describing Figure 1, there are 3 main parts in this research, namely training, testing,
and evaluation. In the training process, the values obtained from the feature text will be
calculated with random weights, to form a summary that will be compared with the gold
summary. The ROUGE-N gold summary value with this summary will be a determinant in
the weight calculation process. The HHO model that has been trained will be used in the
testing process, which also uses ROUGE-N as a measurement value between documents.

In order to obtain similar results to the dataset, the same tokenizer was used, namely
Natural Language Toolkit (NLTK) [19]. Meanwhile, stemming and stopword removal
referred to well-known Indonesian stemming research [13]. The importance score of each
sentence was obtained from the average score of the text features used. To optimize the
importance value of each text feature, we used a solution from HHO that had been trained
from the training set. In this case, after finding the weight of each sentence i, the sentences
with the highest score were taken proportionally to the compression rate used, which were
10%, 20%, and 30%.

5. Results and Discussion. Again, we used the public dataset for text summarization
published by IndoSum [18] so we can try with much larger dataset. This dataset has
around 20K news articles (from several Indonesian news websites) with six categories
formed in 5 folds.

To obtain maximum algorithm evaluation results and comparisons, we used the ROUGE
[9] metric, a set of metrics called Recall-Oriented Understudy for Gisting Evaluation
that has become standards of summary automatic evaluation. There are several types of
ROUGE metrics depending on the text gram used. In order to balance the calculations
with the IndoSum’s calculations, we used ROUGE-1, ROUGE-2, and ROUGE-L as basic
comparisons.

Experiments were carried out first by applying all possible features, each of which had
a weight equal to 1. Subsequently, we proceeded with automatic weight calculations using
HHO to determine the impact caused by HHO on text summarization. After 100 epochs,
the average score with and without HHO (bracketed) was computed over the 5 folds
as provided by the IndoSum dataset. This experiment was then repeated with different
Compression Rates (CR) to determine the effect of compression rate on the resulting
summary. The compression rates tested for comparison were 10%, 20%, and 30% with 2
and 5 acted as lower and upper bound. We also show the HHO Optimizer’s best score
where we took the maximum F1Score from the summary with 2 to 5 sentences. This
score acted as our upper limit while further optimizing the compression rate algorithm.
Table 3 shows the F1Score of ROUGE-1, ROUGE-2, and ROUGE-L according to the
experimental design as previously described.

Table 3. HHO Summarizer F1Score over three variation compression rates

Scenario R-1 R-2 R-L
Maximum 72.87 67.57 70.66

30% 65.69 (57.77) 59.16 (49.53) 62.79 (54.32)
20% 64.80 (57.75) 58.19 (49.28) 62.18 (54.04)
10% 59.71 (54.85) 53.55 (45.92) 57.33 (50.98)
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Table 3 shows that the use of the HHO algorithm in the case of text summarization
shows a significant increase compared to the model that does not use HHO. The most
significant increase was shown in the ROUGE-2 value up to 19.5%. The increase in value of
the three ROUGEmetrics indicates that the HHO algorithm is able to solve the problem of
weighting text features in text summarization. In addition to the increase in performance
produced by HHO, we see that the value obtained by the HHO Summarizer can still be
optimized to reach the Maximum HHO value.
As stated in the IndoSum, we used the ORACLE as a reference for comparison along

with the best neural [20] and non-neural model [21]. ORACLE here acted as the upper
limit of an extractive text summarization cases on the IndoSum dataset. We used a
compression rate of 30% as the best HHO Summarizer model. The F1Score comparison
between these three models can be seen in Table 4.

Table 4. HHO Summarizer F1Score among the best model for the Indo-
Sum dataset

Model R-1 R-2 R-L
ORACLE 79.27 72.52 78.82

Max. HHO Summarizer 72.87 67.57 70.66

HHO Summarizer 65.69 59.16 62.79
Neural model 67.96 61.65 67.24

Non-neural model 62.70 54.32 61.93

Even though the results look promising as the HHO can optimize the weight distribution
quite significantly, those results are still considerably lower than the ORACLE. We can see
that if we can utilize the compression rate effectively, we can obtain the highest F1Score
outperforming the neural model.
Subsequent experiments demonstrate HHO’s ability to solve out-of-domain problems.

This experiment is needed considering that Indonesian is a low resource language, and
collecting comprehensive dataset to summarize many categories can be difficult. Again,
we used the F1Score from the best neural model as stated in the IndoSum as our base
comparison with the HHO Summarizer. Since the IndoSum dataset has six categories
(c1-c6), we trained HHO Summarizer using articles on c1 and evaluated the average
performance of ROUGE-1 using articles on c2-c6, applicable for each category c1-c6. In
the end, we obtained 36 categories to experiment with. Table 5 shows the out-of-domain
HHO Summarizer results.

Table 5. HHO Summarizer F1Score for out-of-domain experiment

Model
Source category

Entmt Inspiration Sport Showbiz Headline Tech
ORACLE 78.94

Without HHO 52.62 52.01 60.66 57.32 59.30 52.17
HHO Summarizer 61.08 61.82 61.99 62.00 62.01 60.69
Neural model 60.07 60.74 60.79 60.99 61.68 54.85

Referring to Table 5, this experiment shows the ability of HHO to solve out-of-domain
problems. As previously explained, ORACLE has the highest value that can be obtained
by the extractive method. From this experiment, the HHO Summarizer shows superior
results to the neural model, so it can be concluded that although the results obtained by
the HHO Summarizer tend to be slightly lower than the neural model (the results can be
seen in Table 4), the HHO Summarizer shows its capabilities if there are limitations on
the training data used and available.
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6. Conclusions. As mentioned earlier, the focus of this study is to investigate the effec-
tiveness of HHO on weighting feature used in text summarization problems to find the
optimal weights. We experimented with text summarization with and without HHO and
found that HHO could increase the ROUGE score by at least 15%-20%.

According to the test results, we found that to date, the use of a compression rate of
30% with 2 and 5 acts as the lower-bound and upper-bound has the highest ROUGE score
between the compression rates of 20% and 10%. We also found that summarizing text
using a neural model, although it could have a slightly higher ROUGE score, had difficulty
in dealing with few or no training set as written in the out-of-domain experiment.

Future work in this area may focus on increasing the number of features by employing
newer model, such as neural summarizer [20] or employing SummaRuNNer [22] as one of
the features which hopefully can be boosted by the HHO. Another focus can be directed
to employing another supervised algorithm to the compression rate problem. As discussed
earlier, the maximum F1Score that can be obtained with the HHO Summarizer is still
below the maximum potential of the model itself.
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