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Abstract. Machine translation cares about the translation of the word in the context
of the sentence not the translation of the word itself to get a meaningful translation. In
this paper, we introduce the reinforcement learning (RL) approach to translate English
sentences into Arabic sentences as RL aims to teach the agent how to choose the action
according to the state in order to maximize the final reward. We have integrated the
fuzzy rough set (FRS) theory with RL, a rough set approach to dealing with vagueness
and uncertainty in decision making so we can extract translation rules for each word, and
fuzzy logic to generate a fuzzy reward signal for the decisional attribute in the decision
system. To verify our method, the proposed model was applied to a set of manually
translated sentences from the United Nations website to compare our results with these
manual translations and our proposed model has achieved significant improvement in the
translation.
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1. Introduction. Machine translation aims at obtaining high-quality translation for a
text from one language to another within seconds and without the need for humans.
However, the fact is that accurate translation requires background knowledge in order
to resolve ambiguity and establish the content of the sentence. Some previous studies in
machine translation have relied on the RL approach because RL has proven its efficiency
in many applications that are concerned with learning the agent to take the most proper
action in each state without the need for a supervisor, by rewarding the agent for its action
with positive or negative reward and the agent seeks to maximize the final reward. Also,
RL incorporates external memory to store the decisions that have the highest reward. In-
tegration of RL with machine translation has been shown that RL is an effective approach
for improving the performance of the neural machine translation (NMT) system [1-3]. Q-
learning is one of the most popular RL algorithms and we have chosen it for our study
because it has had successful results in many previous studies [4,5]. In this study, we seek
to improve previous results in RL and machine translation studies, so we integrated the
fuzzy rough set (FRS) theory with RL to reduce the uncertainty in decision making and
to get the reward value as a fuzzy membership. FRS has proven its efficiency in reducing
uncertainty in many previous studies [6-8]. In this study, we will show the advantages of
combining RL, fuzzy rough set (FRS), and machine translation. Comparing this study
with previous studies, we found that this new algorithm achieved a better result in ma-
chine translation, especially with sentences that contain words that have different mean-
ings. The rest of this paper is structured as follows. We present the FRS approach, and
RL in Section 2. Section 3 talks about the proposed methodology. Section 4 applies our
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proposed method to English sentences and interprets the result and discussions. Finally,
the conclusion part of this proposed methodology is presented in Section 5.

2. Background.

2.1. Reinforcement learning. RL is defined as a machine learning method that enables
the agent to learn how to choose the most proper action between a set of possible actions
for the current state through trial-and-error experience. In the exploration episodes, the
agent will choose random action from the possible actions, the environment takes the
agent’s current state and action as input, and returns as output the agent’s reward and its
next state, this reward is a short-term reward but the agent cares about the final reward,
the agent through these exploration episodes learns the strategy that should follow to
accomplish its tasks, and this strategy is called the policy. After the exploration, the
agent starts the exploitation to learn from its experience.

Figure 1. Reinforcement learning

2.2. Fuzzy rough set. FRS is a generalization of a rough set, derived from the approx-
imation of a fuzzy set in a crisp approximation space. This corresponds to the case where
the values of conditional attribute are crisp and the decision attribute values are fuzzy.
Rough sets can be expressed by a fuzzy membership function to represent the negative,
boundary, and positive regions. In this model, the elements belonging to lower approxi-
mation or positive region have a membership value of one, those belonging to boundary
region have a membership value of 0.5 and those elements belonging to upper approxima-
tion or negative region have a membership value of 0. Fuzziness is integrated into rough
sets which use fuzzy membership values to qualify levels of roughness in boundary region.

Figure 2. Rough set theory
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Suppose, R is an equivalence relation, which is imposed on the universe U . The equiva-
lence class is expressed as fuzzy sets F = {F1, F2, . . . , FH}, when the classes to which the
elements attribute are ambiguous. Fi is a fuzzy set, i ∈ {1, 2, . . . , H}. The fuzzy lower
and upper approximations are given as

µpx(Fi) = inf
x
max{1− µFi

(x), µx(x)}

µp̄x(Fi) = sup
x

min{µFi
(x), µx(x)}

FRS is an integration of fuzzy set advantages and rough set advantages, so it has been
used to solve practical problems such as data mining and approximate reasoning and it
has received many interesting results.

The goal of our work is to combine the advantages of the RL algorithm with the
advantages of the FRS approach.

3. Proposed Methodology.

3.1. Preprocessing. We should preprocess the text before starting to translate it, we will
use NLTK for preparing the text. NLTK provides easy-to-use interfaces to over 50 corpora
and lexical resources such as WordNet, along with a suite of text processing, libraries for
classification, tokenization, stemming, tagging, parsing, and semantic reasoning.

Preprocessing steps:

• Split the text into sentences and split the sentences into tokens.
• Remove punctuation.
• Filter out stop words (the, at. . . ).
• Classify the words into their parts of speech.
• Convert all words to one case “lowercase”.

3.2. Decision system. We will use a dataset of English sentences translated into Ara-
bic sentences to create the decision system which consists of conditional attributes and
decision attributes. The conditional attributes are the word “i”, two words before this
word “i−1, i−2”, two words after this word “i+1, i+2”, type of this word. The decision
attribute value will be the translation of the word “i” as shown below in Table 1.

Table 1. Sample from the decision system

Word(i) i−1 i−2 i+1 i+2 Type Translation
bats thousands colonized ruins noun
bats feed insects noun
bats feed fruit noun
bats dogs cats carry rabies noun
bats clubbed baseball noun
bats death baseball noun
bats baseball couple sports bag noun
bats cricket apple tennis rackets noun
bat trying flies away verb

batting Who’s first food verb

We use ROSETTA toolkit [9] to analyze the decision system and generate if-then rules.
Rules:
i(bats) AND i+2(vibration) AND type(noun)⇒translation( )
i(bats) AND i−1(foxes) AND i+2(rabies) AND type(noun)⇒translation( )
i(bats) AND i−1(dusk) AND i+2(fly) AND type(noun)⇒translation( )
i(bats) AND i+2(baseball) AND type(noun)⇒translation( )
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i(bats) AND i−1(cricket) AND i+4(rackets) AND type(noun)⇒translation( )
Each word in the language has many different meanings, so when the agent starts to

select random action “translation” from the available actions, we will check the decision
attribute for this state, if the selected action is the decision attribute value, so the fuzzy
value for this action will be 1, otherwise 0. We will use this fuzzy membership as a reward
for the selected action in the Q-learning equation.

3.3. Reinforcement learning. The agent’s task is to translate an English sentence into
an Arabic sentence, the agent will consider the first word wi in this sentence the first
state.
Initialize available actions for each state so the agent can select an action randomly

from it, for example,
“bats” its available actions: , , . . . .
“fine” its available actions, if it is a noun are , , . . . , and if it is adjective are ,
, , . . . .

Q(state,action)← (1− α)Q(state,action) + α(reward + γmaxQ(next state,all actions))
(1)

where α (0 ≤ α ≤ 1) is the learning rate and γ (0 ≤ γ ≤ 1) is the discount factor.

Figure 3. Flowchart of the proposed approach

4. Experiments. To verify the proposed algorithm, we will test this algorithm on some
manually translated English to compare the manual translation with our proposed algo-
rithm.
The proposed algorithm executed was on Windows 10 and coded in python 3.9.1, using

Pyharm IDE.
Initialize the discount factor γ to 0.7 and the learning rate α to 0.9.
We will use a dataset from the United Nations website to create the decision system, the

conditional attributes are the word “i”, two words before this word “i−1, i−2”, two words
after this word “i+1, i+2”, type of this word and the decision attribute is the translation,
as shown in Table 1. We will use the ROSETTA toolkit to analyze the decision system
and generate if-then rules and generate fuzzy membership for the decision attribute.
We will start preprocessing the text to apply our proposed algorithm to it, and we will

use NLTK packages to prepare the text (sent tokenize, word tokenize, stopwords, and
pos tag). Divide the text into sentences, divide each sentence into words and remove the
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Proposed Algorithm: Q-learning
1: initialize Q-table to zeros
2: for i = 1 to iterations do
3: for episode = 1 to sentence length do
4: observe the current state st
5: choose random action at from Q-table
6: perform the action at
7: receive a reward from the decision system
8: calculate the Q(st, at) value according to Equation (1)
9: update the Q-table
10: end for
11: end for
12: observe the current state st
13: (the exploitation) choose action with maximum Q-value in the Q-table from the

available actions
14: do steps from 6 to 9

punctuation and filter out the stop words and convert the text to lowercase, and finally
classify the words into their parts of speech.

Initialize the Q-table (n∗m), where n is the number of rows that represent the states and
m is the number of columns that represent the Arabic translations and we will initialize
its values to zeros.

We have set up the environment so the agent can start exploring it, the agent will
explore the environment through 1000 iterations, and in each iteration the agent tries to
learn how to translate the sentence. The first word in the sentence is the initial state, then
the agent will choose random action from the available actions for this word, and then
the agent will receive from the environment an immediate reward for its action which is
0 or 1 according to the decision system. Then we will calculate the Q-value of this action
in this state according to Equation (1) and then update the Q-table.

Q-matrix =


Q(s1, a1) Q(s1, a2) · · · Q(s1, am)
Q(s2, a1) Q(s2, a2) · · · Q(s2, am)

...
...

. . .
...

Q(sn, a1) Q(sn, a2) · · · Q(sn, am)


The agent will move to the next state “next word” and continue exploring the envi-

ronment until finishing the iterations. Then the agent starts to exploit its knowledge and
choose the action with the maximum value in the Q-table.

After the agent has learned through the error and trial, we evaluated the results by
translating the same sentences manually and we found that the proposed algorithm has
good results, for example,

Examples of the algorithm translation:

Thousands of bats had colonized the ruins.
Bats feed on insects and fruit.
Thugs clubbed him with baseball bats.

Baseball bats.

Nobody likes to live in the desert.

Vast areas of land have become desert.

The heat in the desert was extreme.
The villages had been deserted.

All teachers are fine ladies.
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5. Conclusion. In this paper, we have combined RL and FRS to create a new algorithm
and we checked its efficiency in machine translation. RL teaches the agent how to choose
the most proper action from the available actions according to its current state to maxi-
mize the final reward to get the most accurate decision and as discussed before, the core
in RL is the reward, so we used in this study the FRS to reduce uncertainty data for
RL and to get the reward as a fuzzy value. In this algorithm firstly we clear our data
using RST to remove any redundant data. Then we extract if-then rules, so we can get
the reward value. After that, we apply the RL approach and let the agent explore the
environment. The combination between RL and FRS leads to a useful algorithm and we
checked its efficiency in machine translation and it showed accurate translation and good
results.
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