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Abstract. During the Corona Virus Disease (COVID-19) pandemic, many access to
learning used the e-learning system through the Learning Management System (LMS)
platform. One of the weaknesses of the learning process through e-learning is that it
cannot detect student learning styles based on actual behavior patterns during online
learning. Most of the methods used to study automatic detection techniques use classifi-
cation methods. One of the weaknesses of the classification method is the determination
of class labels, so a learning style detection model was developed using the concept of
clustering before classification to produce class labels with a high level of validation. This
study focuses on increasing the validity of the clustering method by comparing the perfor-
mance of the modified K-Means and K-Mode algorithms. The proposed modification of
the two algorithms is carried out at the initial centroid determination stage. The perfor-
mance of the two modified algorithms was carried out by measuring the validation values
of the Davies-Bouldin Index (DBI) and Silhouette Index (SI) using log file data from 88
students taking computer programming courses. The validation results of the DBI and
SI values indicate that the proposed model has better performance when implemented in
the K-Mode algorithm than the K-Means algorithm.
Keywords: Davies-Bouldin index, Felder Silverman learning style model, K-Means,
K-Mode, Silhouette index

1. Introduction. Information and Communication Technology (ICT), which is increas-
ingly developing, offers great potential to overcome the problems of access to learning due
to the COVID-19 pandemic in higher education. Access to knowledge used during the
COVID-19 pandemic includes the e-learning process through the Learning Management
System (LMS). LMS is a software application or web-based technology used to plan,
implement, and assess learning.

The learning process through e-learning has a weakness, namely the inability to per-
sonalize learning [1-3]. Learning styles describe attitudes and behaviors that determine
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students’ preferred way of learning. E-learning does not consider the needs and char-
acteristics of each student’s learning style due to student socio-cultural differences [4].
Therefore, to improve student learning efficiency, it is necessary to consider learning tech-
niques in the learning process through e-learning.
The learning style models most often used in online learning systems include the Gre-

gorc’ Mind Styles Model, Riding Cognitive Style, Myer-Briggs Type Indicator (MBTI),
Kolb’s Experiential Learning Theory, Honey and Mumford’s Model, and Felder-Silverman
Learning Style Model (FSLSM) [5]. Currently, the FSLSM learning style model is the most
widely used in the education system because it has good internal consistency, reliability,
and validity [6-8]. FSLSM distinguishes student learning style models based on student
behavior patterns when using e-learning into four different dimensions (Active/Reflective,
Sensitive/Intuitive, Visual/Verbal, Sequential/Global) [8, 9].
The learning style model of students can be detected using two approaches, namely,

automatically and statically [9]. The static approach is a learning style detection ap-
proach carried out using a questionnaire, but this approach is less accurate. The second
approach is automated, based on actual behavioral patterns during online learning. The
development of learning platforms such as LMS is possible to detect student learning
styles automatically [10]. Students who study using e-learning system activities will be
recorded in a log file in the LMS. The automatic detection process is much more accurate
because student activities are directly recorded without students realizing it and do not
require a particular time.
Most methods used to detect learning styles automatically use the data-driven approach

(data-driven). This method builds a classification model using sample data and imitates
the Index Learning Style (ILS) instrument. This model uses a classification model for
data mining [6, 11-17]. However, the data mining method using the classification concept
has not provided a high level of accuracy. According to [1], increasing the accuracy of the
automatic detection model can be done by determining class labels with a high level of
validation using the concept of clustering before classification. The clustering algorithms
that are often used are K-Means and K-Mode. The advantages of the two algorithms
are simple, easy to adapt, and the speed of the process to produce data groupings [18].
The K-Mode algorithm, a development of the K-Means algorithm, has advantages in
grouping data with many dimensions, and can effectively deal with categorical data. The
weakness of both methods is the determination of the initial centroid, which is done
randomly [19]. The resulting grouping becomes less optimal if the randomly selected
data set for initialization is not good [18]. There are two ways to improve the weaknesses
of the two algorithms, namely 1) using better initialization, 2) repeating the clustering
algorithm several times with different initial centroids [18].
Based on the above background, so that the accuracy of the learning style detection

model is more optimal, an appropriate clustering algorithm is needed to obtain a class label
with a high level of validation. Therefore, the main contribution of this paper is to improve
the performance of the K-Means and K-Mode algorithms by proposing an initial centroid
determination model to improve class label validation. The proposed model measures
the performance of cluster grouping results using the Davies-Bouldin Index (DBI) and
Silhouette Index (SI) matrices.
This paper is structured as follows: Section 2 describes the proposed model, followed

by Section 3 containing the results of the analysis and discussion of the proposed model,
and finally, Section 4, the conclusion of this paper.

2. Proposed Method. This study uses datasets derived from computer programming
courses held by the Institut Sains & Teknologi AKPRIND, Yogyakarta, with a total of 88
participants. The research process includes three main steps: pre-processing, clustering
of learning style models using the K-Means algorithm, and a modified K-Mode algorithm.
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The performance of the two algorithms is measured based on their validation values using
DBI and SI.

2.1. Pre-processing. This step aims to obtain features that correlate with the type of
FSLSM learning style. This stage analyzes the log file data based on the four dimensions
of the FSLSM model. The observation process is carried out to classify data from 36
activities from the data log file. Logfile data will automatically be generated when students
use the LMS system. The system on the LMS will record all student activities while using
the LMS, such as accessing course profiles, forums, quizzes/practices/assignments/exams,
sending assignments/practices/quizzes, and frequency of accessing subject matter.

The results of pre-processing of 36 activities from the data log file produce ten features
consisting of features for the processing dimension of 3, the perception dimension of 2,
the input dimension of 2, and the understanding dimension of 3, as shown in Table 1.

This study uses clustering K = 16 according to the grouping of the FSLSM learning
style model as shown in Table 2.

Table 1. Pre-processing learning style detection features

FSLSM
dimension

Feature Description of student behavior

Processing

Forum Online
F1-Actively present in the forum ≥ 50%
F2-Actively present in the forum < 50%
F3-Never attended and active in the forum

Chat
C1-Very frequently used
C2-Sometimes
C3-Never

Participation/Attandance
P1-Present ≥ 75%
P2-75% > Present ≥ 50%
P3-Present < 50%

Perception

Assesment Result
A1-Average assessment value ≥ 70
A2-70 > Average assessment value ≥ 50
A3-Average assessment value < 50

Assesment submition
S1-Doing all tasks/practice/quiz
S2-Doing partial tasks/practice/quiz
S3-Never do assignments/practice/quiz

Input

Text input
T1-Text-based learning object ≥ 75%
T2-75% > Text-based learning object ≥ 25%
T3-Not using text-based learning objects

Video input
V1-Video-based learning object ≥ 75%
V2-75% > Video-based learning object ≥ 25%
V3-Not using video-based learning objects

Understanding

Activity LMS
L1-Accessing ≥ 75%
L2-75% > Accessing ≥ 50%
L3-Accessing < 50%

Exam
E1-Exam score ≥ 70
E2-70 > Exam score ≥ 50
E3-Exam score < 50

Summary
R1-Summary read ≥ 70%
R2-70% > Summary read ≥ 25%
R3-Summary not read
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Table 2. Combination of FSLSM learning styles

Cluster
Learning

Cluster
Learning

Cluster
Learning

Cluster
Learning

style style style style
1 A, S, Vi, Seq 5 A, I, Vi, Seq 9 R, S, Vi, Seq 13 R, I, Vi, Seq
2 A, S, Vi, G 6 A, I, Vi, G 10 R, S, Vi, G 14 R, I, Vi, G
3 A, S, Ve, Seq 7 A, I, Ve, Seq 11 R, S, Ve, Seq 15 R, I, Ve, Seq
4 A, S, Ve, G 8 A, I, Vi, G 12 R, S, Ve, G 16 R, I, Vi, G

2.2. The proposed initial centroid determination model. The initial centroid de-
termination algorithm proposed in this paper is to develop the proposed model [1]. The
model proposed to modify the K-Means and K-Mode algorithms in this study is a process
to determine the dataset used as the initial centroid. The initial centroid determination
algorithm proposed for K-Means and K-Mode in this study is shown in Table 3, where
N = 88, f = 10, and K = 16 are variables that state the number of data sets, the number
of features, and the number of clusters used to test the proposed method in this study.

2.3. Proposed modification of the K-Means algorithm. The modified K-Means
algorithm process is as follows.

1) Initialization process: Initialization processes the number of groupings (K) in the study
used K = 16 according to the FSLSM learning style model group as shown in Table
3. The value of the Function Objective (FO) is determined with a value large enough
so that the iteration process is not carried out only once so that the results of the
clustering can be optimal. The FO value in this study is filled with 1000.

2) Determination of initial centroid: The initial centroid is determined by selecting K
data sets that have similarities with 16 combinations of FSLSM learning style models.
The rules are used to determine the initial centroid using the algorithm shown in Table
3.

3) Calculating the distance of each data set to the centroid: Calculating the length of
each information assigned to the centroid is done using the Euclidean distance formula
as shown in Equation (1).

dik =

√√√√ m∑
j=1

(cij − ckj)
2 (1)

where dik is the data set distance at i, cij is the data set at i, and ckj is the data
centroid at j.

4) Calculating the new centroid value: Calculating the new centroid value is done by
finding the average value of the data set member of the cluster, using Equation (2).

ckj =

∑p
i=1 xij

p
(2)

where xij ∈ cluster at k and p is the number of cluster members at k.
5) Calculating the new centroid: Calculating the new centroid aims to group the data

into clusters with the shortest distance using the new centroid generated in step 4).
The next step is to calculate the value of the Function Objective (FO), which aims
to get the value of the distance to the new centroid, closest distance, and cluster
from each dataset. The calculation of the FO value is obtained from the most relative
distance from the new centroid to each data originating from the cluster results from
the previous iteration.
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Table 3. Proposed modification of the K-Means and K-Mode algorithms
at the initial centroid determination process

[1] Input: Data = array[1 . . . N ; 1 . . . f + 1] {Preprocessed data}
[2] Output: CA = array[1 . . . K; 1 . . . f ] {Initial Centroid}
[3] Proses:
[4] C ← [ ]
[5] for i = 1 to N
[6] {Determining the dimensions of learning styles from N data sets}
[7] P1← data(i, 2) + data(i, 3) + data(i, 4)
[8] if (P1/3) ≥ 2 then k1 = 1
[9] else k1 = 0
[10] endif
[11] P2← data(i, 5) + data(i, 6)
[12] if (P2/2) <= 2 then k2 = 1
[13] else k2 = 0
[14] endif
[15] if data(i, 8) <= data(i, 7) then k3 = 1
[16] else k3 = 0
[17] endif
[18] U ← data(i, 9) + data(i, 10) + data(i, 11)
[19] if (U/3) <= 2 then k4 = 1
[20] else k4 = 0
[21] endif;
[22] {Define cluster label according to learning style}
[23] Class = [k1 k2 k3 k4]
[24] if Class = [1111] then C = [C 1]
[25] elseif Class = [1110] then C = [C 2]
[26] elseif Class = [1101] then C = [C 3]
[27] elseif Class = [1100] then C = [C 4]
[28] elseif Class = [1011] then C = [C 5]
[29] elseif Class = [1010] then C = [C 6]
[30] elseif Class = [1001] then C = [C 7]
[31] elseif Class = [1000] then C = [C 8]
[32] elseif Class = [0111] then C = [C 9]
[33] elseif Class = [0110] then C = [C 10]
[34] elseif Class = [0101] then C = [C 11]
[35] elseif Class = [0100] then C = [C 12]
[36] elseif Class = [0011] then C = [C 13]
[37] elseif Class = [0010] then C = [C 14]
[38] elseif Class = [0001] then C = [C 15]
[39] else C = [C 16]
[40] endif;
[41] endfor
[42] {Determine the dataset to be the initial centroid (CA)}
[43] for j = 1 : K
[44] CA(j)← find(C = j)
[45] endfor
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6) Determine the convergence condition of the iteration process: Iteration in this algo-
rithm is declared convergent if the Delta value is less than the threshold value (T) and
there is no cluster displacement. If it has not converged, then repeat steps 3) to 6).

2.4. Proposed modification of the K-Mode algorithm. The modified K-Mode al-
gorithm process is as follows.

1) Initial centroid determination: Initial centroid determination in the modified K-Mode
algorithm uses the same algorithm as the initial centroid determination process in the
K-Means algorithm, as shown in Table 3.

2) Calculate the distance between each object and the cluster mode: Assign objects to
the cluster whose center has the closest space to the thing using Equation (3).

d(X, Y ) =
r∑

j=1

ϵ(Xj, Yj) (3)

where d(X, Y ) is the data distance X to Y , Xj is the feature value from X at j, Yj is
the feature value from Y at j, r is the number of features, and ϵ(Xj, Yj) is the matched
value using Equation (4).

ϵ(Xj, Yj) =

{
0 if Xj = Yj

1 if Xj ̸= Yj

(4)

3) Updating the centroid center: Updating the centroid center of each cluster is deter-
mined from the category value that frequently occurs in each cluster.

4) Determine the convergence condition of the iteration process: Iteration in this algo-
rithm is declared convergent if it meets the requirements, namely (a) the data in the
cluster does not move or (b) the position of the centroid center does not change.

2.5. Testing the proposed modification of the K-Means and K-Mode algo-
rithms. The validation test of the modified K-Means algorithm and the modified K-Mode
algorithm used two measures, namely DBI and SI.

1) DBI: DBI is used to measure the validation of the entire cluster in the data set. The
DBI value is obtained from Equation (5) [1, 20].

DBI =
1

C

C∑
i=1

max(ri,j), provided that i ̸= j (5)

where C is the number of clusters and ri,j is formulated by Equation (6).

ri,j =
Wi +Wj

Bi,j

(6)

Sum of square Within-cluster (W ) as a cohesion metric in cluster at i is formulated by
Equation (7).

Wi =
1

mi

mi∑
j=1

d(xj, ci) (7)

where mi is the number of data in the cluster at i, while ci is the cluster centroid at i.
While the metric for the separation between the two clusters used the formula sum of
square Between-clusters (B) by measuring the distance between the centroids ci and
cj using Equation (8).

Bi,j = d(ci, cj) (8)

2) SI: SI is used to measure the validation of data, single cluster, or whole-cluster [20,21].
The SI value of a cluster is obtained by calculating the SI average of all data that joins
the cluster, as in Equation (9)
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SIj =
1

mj

mj∑
i=1

SIji (9)

The value of SIji =
bji−aji

max{aji ,bji}
where ai is the average distance of the data at i to all

other data in one cluster. At the same time, bi is obtained by calculating the average
length of the data at i to all data from other clusters not in the same cluster with the
data i; then, the smallest is taken. The global SI value is obtained by calculating the
average SI value of all clusters as in Equation (10)

SI =
1

C

C∑
j=1

SIj (10)

where C is the number of clusters.

3. Result and Discussion. This paper’s learning style clustering model is implemented
using the Matlab R2013a application.

3.1. Results of clustering learning styles using modified K-Means and K-Mode
algorithms. The modified K-Means algorithm clustering process in the test data set will
converge after five iterations. In comparison, the modified K-Mode algorithm clustering
process results on the test data set will converge after seven iterations.

The clustering results using the modified K-Means and K-Mode algorithm can be seen
in Figure 1.

Figure 1. The results of clustering using modified K-Means and K-Mode algorithms

Based on Figure 1, the clustering of student learning styles using the two algorithms,
especially in the learning style group in cluster 1, namely Active, Sensing, Visual, Sequen-
tial (A, S, Vi, Seq). This cluster shows that computer programming students prefer to
learn by doing activities such as discussions and tests, choosing to discover by seeing or
hearing directly. Students will also remember what they saw, such as pictures, videos, or
animations, and have learning styles sorted by topic.

3.2. Validation of the proposed model modification of the K-Means and K-
Mode algorithm. The DBI values for the modified K-Means algorithm and the original
K-Means algorithm for each test data set of 10 trials are shown in Figure 2. The DBI
values for the modified K-Mode algorithm and the original K-Mode algorithm for each
test data set of 10 trials are shown in Figure 3.
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Figure 2. Comparison of the results of the modified K-Means algorithm
validation test with the original K-Means using the DBI value

Figure 3. Comparison of the validation testing results of the modified
K-Mode algorithm with the original K-Mode using the DBI value

Figures 2 and 3 show the DBI values that are always different in each experiment for the
original K-Means and K-Mode algorithms. DBI values that are always different indicate
that each time the clustering process is carried out, it will produce cluster labels that are
not the same. The difference in DBI value is due to the initial centroid value generated
from the randomization process in each clustering process. The results of testing the
proposed modification of the K-Means and K-Mode algorithms for each test by measuring
the DBI value in each algorithm can be seen in Figures 2 and 3. The proposed development
of the two algorithms results in no cluster displacement in the dataset for each clustering
process so that the cluster data formed is more optimal. Value validation for each cluster
can be done using the SI. A comparison of the results of SI calculations using the K-Means
and K-Mode algorithms that have been modified for each cluster can be seen in Figure 4.
The SI values shown in Figure 4 show that 75% of the data set is in the appropriate

cluster. In addition, Figure 4 also shows that two clusters have an SI value close to
one, which means the data set has been grouped correctly in that cluster. Furthermore,
the average value of the validation of the entire cluster for the two proposed clustering
algorithms is shown in Figure 5. Figure 5 shows that the proposed modification of the
two clustering algorithms is good in grouping test data sets, as evidenced by the DBI
validation value, which is close to 0 [20], and the SI value is close to 1 [21, 22]. Based on
the validation values of the DBI and SI values shown in Figure 5, the modified K-Mode
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Figure 4. Comparison of SI values for each cluster between modified
K-Means and K-Mode algorithms

Figure 5. Comparison of DBI and SI values between the modified
K-Means and K-Mode algorithm

algorithm can improve the performance of the modified K-Means algorithm. The DBI
value of the modified K-Mode algorithm is 0.2588, which is closer to the value 0 than the
modified K-Means algorithm. The SI value of the modified K-Mode algorithm is 0.8176,
which is also more relative to the value of 1 than the modified K-Means algorithm.

4. Conclusion. This paper proposed a modification of the K-Means and K-Mode algo-
rithms to enhance the performance clustering of the learning style method in the LMS.
The proposed modification of the two algorithms is carried out at the initial centroid
determination stage. The performance of the two modified algorithms is carried out by
measuring the DBI and SI validation values using N = 88, f = 10, and K = 16 with
the variable N , f , and K denoting the number of data sets, the number of features, and
the number of clusters. Based on the DBI and SI values generated from the test, the
proposed modification of the two algorithms is good enough for clustering data sets. The
comparison of DBI and SI values for the two algorithms shows that the modified K-Mode
algorithm performs better than the modified K-Means algorithm. The DBI value of the
modified K-Mode algorithm is close to 0, which is 0.2588 compared to the modified K-
Means algorithm. The SI value of the modified K-Mode algorithm is also better, namely
0.8176, which is close to the value of 1 compared to the modified K-Means algorithm.
The test results using the modified two algorithms show that the grouping of students’
learning styles in computer programming courses is dominated by active, sensing, visual,
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sequential learning styles. This learning style means that students learn by participating
in discussions and tests. Students choose to discover by seeing or hearing in person. Stu-
dents will remember what they saw, such as pictures, videos, or animations, and have
learning styles sorted by topic. As part of future work, the proposed model can be ap-
plied to detecting learning styles by combining classification methods using data mining
methods. The aim is to determine the combination of the modified K-Mode algorithm
with the appropriate classification method to optimize the automatic detection of student
learning styles.
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