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Abstract. A vital field of research is network anomaly detection. Several research pa-
pers in this topic have previously been published, using various methodologies or algo-
rithms. The classification-based approach is intriguing. The majority of previous tech-
niques assumed that the datasets under investigation were numeric. Nonetheless, up until
recently, some success had been made in mixed datasets. In practice, datasets are typ-
ically mixed, having numeric, category, and other types of features. Defining a metric
that works on all types of attributes in such datasets is a difficult issue. In this paper, we
attempt to address the problem and provide a method for detecting anomalies in network
datasets that use a rough set-based classification approach. The method’s effectiveness is
demonstrated by an experiment utilizing the KDD Cup’99 dataset.
Keywords: Intrusion detection, Information systems, Lower and upper approximation
of set, Certain rules, Possible rules, Boundary regions

1. Introduction. Many knowledge discovery applications require finding or detection of
anomalies from datasets. Anomaly detection is an emerging research area which caught
the attention of many researchers. It has been applied in many areas like fraud detec-
tion in banking or financial transactions, fault finding in manufacturing, and intrusion
detection in computer network. The goal of anomaly detection [1,2] is to identify the data
object which does not conform to a well-defined normal behavior. Intrusion Detection
Systems (IDSs) are the security tools for preventing the systems or network from the ille-
gitimate action that can jeopardize the integrity, privacy or accessibility. In general, there
exist two categories of IDS viz. anomaly detection-based and signature recognition-based
schemes. The former used to discover the network’s misuse and computer’s misuse or
intrusions by keeping track of the systems and then classifying the activities into normal
or anomalous. The consequent system is called anomaly-based intrusion detection system
[3,4]. Anomaly-based intrusion detection can be effectively applied as a risk mitigation
tool for computer and associated network.

Many anomaly detection techniques have been proposed over the last few decades. The
classification-based technique is one of them. The classification [5], also known as super-
vised learning, is a data mining tool to categorize the objects into pre-defined classes. In
the last few years, classification has been applied in many areas like, anomaly detection,
fraud identification, pattern recognition, and prediction. A classification using automatic
labeling technique is applied in cellular network for anomaly detection [6]. In [7], the
authors have described the anomaly detection results with single and multidimensional
data sets using the negative selection algorithm. In [8], the authors have reviewed many
available methods of anomaly detection in categorical datasets. We have attempted to
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introduce the problem of mixed attribute in the current study, which has mostly con-
centrated on numeric characteristics with mixed properties receiving less attention. Two
clustering-based anomaly detection techniques are proposed in [9,10], which take account
of both numeric and categorical properties of network datasets. We have used the dataset
KDD Cup’99 Network Anomaly Dataset [11], which has both numeric and categorical
attributes, in this article.
Pawlak [12] introduced in 1980s, the rough set theory, to address uncertainty and vague-

ness that exist in any datasets. In [13], the rough set-based classification is applied nicely
to discrete datasets which uses the properties of equivalence relation. In [14], authors have
discussed a classification technique based on a neighborhood rough set for handling med-
ical diagnosis. In [15], the authors have proposed a rough set-based fuzzy discretization
approach for outlier detection. Liu et al. [16] experimentally showed that their method
can efficiently detect anomalies by reducing the sizes of the datasets.
In this paper, we propose an anomaly detection method for network data having numer-

ic, and categorical attributes. The proposed algorithm uses the properties of the neigh-
borhood rough set theory for finding classification rules which can be used for anomaly
detection. The objective of this work is three folds. First of all, a unified metric function
is defined which works on different types of attributes viz. numeric or categorical or both.
For the numeric attributes, we have used Canberra metric [17,18] and for the categorical
attributes we have used a formula which is a slight variation of the one given in [10]. Then
a weighted average is taken for calculating the unified metric. Secondly, using the above-
mentioned metric, two relations, viz. a neighborhood relation on conditional attributes
with respect to a user specified parameter and the equivalence relation with reference to
decision attributes, are constructed. Lastly, the lower and upper approximation spaces
and boundary regions are obtained using the above-mentioned relations. Then the classi-
fication rules are extracted from the aforesaid regions. We have tested our method with
the help of KDD Cup’99 Network Anomaly Dataset [11] and made comparative studies
with Liu et al.’s work [16] and we have found the promising performance of our method
in terms of detection rate accuracy.
The article is arranged in the following way. The recent developments in this area are

explained in Section 2. In Section 3, we discuss the terms, notations and definitions that
have been used here. In Section 4, we explain the proposed system using a flowchart. The
results and findings of experimental studies are given in Section 5, and finally, we wind
up the paper with conclusions given in Section 6.

2. Related Works. Anomaly detection is one of the core research areas of artificial intel-
ligence. In [1,2], the authors have proposed clustering-based methods of finding anomalies.
The detailed reviews of anomaly-based intrusion detection systems are given in [3,4]. In
[6], researchers have given an anomaly detection scheme in cellular network with the help
of classification based automatic labeling technique. In [19], the authors have proposed
an anomaly detection method of general data. A model which is a fusion of two deep
neural networks that has been used for anomaly detection is discussed in [20]. In [21],
the authors have proposed a method for detecting surface defects of wind turbine blades.
In [9], the authors have proposed an agglomerative hierarchical approach for the identi-
fication of anomaly from network data with mixed attributes. In [10], the authors have
proposed a mixed approach consisting of both partitioning and hierarchical algorithms for
the anomaly detection in mixed data. In [22], the authors have made detailed studies on
methods and approaches of one-class classification along with their domain-specific ap-
plications. In [23], the authors have proposed a classification-based method called Logsy,
that differentiates the normal system log data from anomalous samples in auxiliary log
datasets. In [24], the authors have proposed an absolute measurement anomaly detection
to constrain the distribution of each output in the classification network.
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In [12], the author has introduced rough set theory to address uncertainty or/and
vagueness available in any datasets. In [14], the authors have presented a neighborhood
rough set-based classification algorithm for medical diagnosis. In [25], the authors have
proposed two machine learning tools, namely rough set and K-nearest neighbor to be
used for intrusion detection. In [26], the authors have presented a method to develop
an on-line intrusion detection system using modified Q-learning and rough set theory. In
[27], the authors have suggested an approach which is the combination of rough set theory
and fuzzy c-means algorithm for the detection anomalies in data. An approach involv-
ing neighborhood fuzzy rough set theory to rank outlier according to fuzzy membership
function computed in rough approximation space is presented in [28].

In [29], a rough set based anomaly detection method is proposed which efficiently detects
masqueraders in mobile networks. In [30], an adaptive IDS based on fuzzy rough sets for
attribute selection and Allen’s interval algebra is proposed for the effective prediction of
attacks in WSNs. In [31], the authors have analyzed the various features of KDD Cup’99
[11] and for finding optimal features and applied the notion of reduct and core to improving
the anomaly detection rate. In [16], the authors have applied a distance function based
on rough set theory which is then used to find anomalies efficiently. They have conducted
experiments with KDD Cup’99 dataset [11] and claimed that their method has reduced
the execution significantly.

In [17,18], they have discussed a distance function called Canberra metric which effi-
ciently finds the distance in numerical data. In [10], the authors have used a nice distance
formula to find similarity or distance measure in categorical attributes. In this article, we
propose to use a neighborhood rough set-based classification approach to identify anom-
alies in the network data with categorical and numeric attributes. A unified metric which
works on both types of attributes is the weighted average of Canberra metric [17,18] and
a slight variation of the metric given in [10].

3. Problem Definitions. The objective of this work is to find anomalies from the data
with mixed attributes, for instance, the dataset KDD Cup’99, a network data [11] which
is a refined version of DARPA’98 [32]. Every connection instance of the aforesaid dataset
has 41 properties; among these 38 are numeric and the rest are flag properties. Hence,
we treat the dataset as a hybrid or mixed dataset considering the attributes of both
numeric and categorical nature. For finding a neighbourhood relation, we need to define
a unified metric function which must work on the hybrid dataset. In beneath we discuss
some definitions employed in the paper.

Let U = {x1, x2, . . . , xm} be the set of data instances, where each xi is an n-dimensional
vector consisting of k-numeric and (n− k)-categorical attributes.

3.1. Unified metric function. To define the unified metric function, we proceed as fol-
lows. Let A = {A1, A2, . . . , Ak, Ak+1, Ak+2, . . . , An} be the set of attributes where first k
are numeric and the rest are categorical. Let x, y be the two data instances such that x =
{A1(x), A2(x), . . . , Ak(x), Ak+1(x), Ak+2(x), . . . , An(x)} and y = {A1(y), A2(y), . . . , Ak(y),
Ak+1(y), Ak+2(y), . . . , An(y)}, where Ai(x) is the value of the data instance x in the at-
tribute Ai and Ai(y) is the value of the data instance y in the attribute Ai. Then the
unified metric between x and y is given by the formula [9]

d(x, y) =
kd1(x, y) + (n− k)d2(x, y)

n
(1)

where d1(x, y) is the metric function on the numeric attributes and d2(x, y) is that on the
categorical attributes.
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3.2. Metric defined on numeric attributes. Let x = (A1(x), A2(x), . . . , Ak(x)) and
y = (A1(y), A2(y), . . . , Ak(y)) be two k-dimensional vectors. Then the Canberra metric
[17,18], d1(x, y), is stated as follows.

d1(x, y) =
1

k

k∑
i=1

|Ai(x)− Ai(y)|
|Ai(x) + Ai(y)|+ ε

(2)

If Ai(x) = Ai(y) = 0, for all i = 1, 2, . . . , k, then Equation (2) will be 0/0 form so we
introduce a small positive number ε in (2) to keep the denominator non-zero. Obviously,
d1(x, y) ∈ [0, 1]. Thus, d1(x, y) = 0, then x and y are having similar attribute values.

3.3. Metric defined on categorical attributes. A metric for categorical attribute
is described as follows. Let us suppose that the data instances set has categorical at-
tributes A1, A2, . . . , Ad with a finite, unordered set of possible values as their domain =
{vi1, vi2, . . . , vim} that each Ai can take. Also for any v1, v2 ∈ dom(Ai), either v1 = v2
or v1 ̸= v2. Any data instance x is a vector (A1(x), A2(x), . . . , Ad(x))

/, where Ai(x) ∈
dom(Ai), i = 1, 2, . . . , d. The distance d2(x, y) between data instances x and y is given
by [10]

d2(x, y) =

∑d
p=1 c(Ai(x), Ai(y))

d
(3)

where c(Ai(x), Ai(y)) =

{
1, if Ai(x) = Ai(y)
0, otherwise

.

Obviously, d2(x, y) ∈ [0, 1] means d2(x, y) = 1 only if the data instance x and y for
which Ai(x) = Ai(y); i = 1, 2, . . . , d and d2(x, y) = 0 only if Ai(x) ̸= Ai(y); i = 1, 2, . . . , d.
Using Equations (2) and (3) in (1), we can get the formula for unified metric function
d(x, y), which then is used for defining neighborhood relation.

3.4. θ-neighborhood relation. For the data instances xi ∈ U , ∀i and 0 ≤ θ ≤ 1, a
θ-neighborhood relation (U, d) is defined in [14] as θ(xi) = {x; d(xi, x) ≤ θ}.

3.5. Neighborhood Decision System (NDS). Let us consider a decision system (U ,
C ∪D) with U , the data instance set (universe), C, the conditional attributes set and D,
the decision attributes set. For θ < 1, a θ-neighborhood relation N is generated by C,
[14] and is characterized by NDS = (U,C ∪D, θ).

3.6. Lower and upper approximations. Let B ⊆ C, for any arbitrary X ⊆ U , the
lower approximation and upper approximation of X in terms of the relation N with
respect to B are characterized respectively by [14]

NB(X) = {x : θB(x) ⊆ X, x ∈ U} (4)

NB(X) = {x : θB(x) ∩X ̸= ϕ, x ∈ U} (5)

where

θB(x) = {y : d(B(x), B(y)) ≥ θ, y ∈ U} (6)

Here B(x) is sub-vector of C(x) having all those values of the attributes belonging to
B ⊆ C. The boundary region of D in regard to B is defined as

Boundary(D) = NB(X)−NB(X) (7)

The neighborhood lower approximation also known as positive region is the union of
the lower approximation of each D class. The boundary region is needed to decrease the
uncertainty in decision making process.
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4. Proposed Algorithm. For finding the classification rules, first of all we take a suit-
able value for θ to generate θ-neighborhood relation. The unified metric that shapes the
relation is defined in Section 3. To generate the classification rules, we proceed as follows:
We have a set of data instances, each of which is described by n-attribute values (numeric
or categorical) and is expressed as an m × n matrix [xij], where xij is the jth attribute
values for the ith data instance, i = 1, 2, . . . ,m and j = 1, 2, . . . , n. In general, the super-
vised datasets can be viewed as (U,C ∪D), where U = {x1, . . . , xm}, C = {a1, . . . , an} =
the conditional attributes set, and D = {d1, . . . , dn} = the decision attributes set. The
method is described below.

The first step of the proposed method is to compute the neighborhood relation of
the conditional attribute using the unified metric given in Section 3, and compute the
equivalence classes of decision attributes. The metric used for this purpose is given in
(1). Then, using “And” operator and decision class, we construct neighborhood lower
and upper approximation. The union of the lower approximation space of each decision
class will give us the neighborhood rough set lower approximation space of the decision
attributes and the boundary region is obtained from various decision classes. With the
help of neighborhood approximation, two sets of decision rules namely the deterministic
(certain) rules as well as the non-deterministic (possible) rules, can be generated. Apply-
ing the lower approximation of neighborhood rough sets, certain rules can be produced.
Similarly, applying the upper approximation of neighborhood rough sets, possible rules
can be generated. The proposed method is also explained with the help of flowchart given
in Figure 1 below.

Figure 1. Flowchart of the proposed algorithm
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5. Experimental Settings. To conduct experimental studies, we have chosen the KDD
Cup’99 Network Anomaly Datasets [11]. The dataset with characteristics is furnished in
Table 1.

Table 1. Dataset characteristics

Dataset No. of attacks
No. of data
instances

No. of numeric
attributes

No. of categorical
attributes

KDD Cup’99 20 4.9 million 38 3

We have implemented our algorithm (NRS classification algorithm) along with Liu et
al.’s algorithm [16] in MatLab. Using the dataset [11], we have constructed classifiers
which classify any new instance as normal traffic or attack. We have recorded the results
of both the algorithms for different sets of attributes. The amount of data instances of
numerous attacks and normal data are highly in disproportion. For the estimation of the
methods performance, we have used parameters such as True Positive Rate (TPR), and
False Positive Rate (FPR). A partial view of the results of the two algorithms describing
the comparative analysis of Normal True Positive Rate (TPR), Attack True Positive Rate
(TPR), Normal False Positive Rate (FPR), Attack False Positive Rate (FPR) is presented
in Table 2.

Table 2. Normal vs Attack TPR/FPR

Algorithm
Normal
TPR

Attack
TPR

Normal
FPR

Attack
FPR

Avg
TPR

Avg
FPR

NRS classification algorithm 0.9998 0.9998 0.0002 0.0002 0.9999 0.0002
Liu et al.’s algorithm 0.9425 0.9425 0.06 0.06 0.94665 0.0533

Also, the comparative analysis of the two algorithms in terms of detection rates for
the different sizes of attribute sets is given as a bar diagram in Figure 2. It has been
observed and inferred from the results that Liu et al.’s algorithm [16] performs better for
less number of attributes. However, the overall performance of our algorithm is steady
and much better as it classifies both normal and attack category with almost 99% TPR
and 1% FPR. Secondly, our algorithm detects anomalies more accurately than Liu et al.’s
algorithm [16].

Figure 2. Comparative analysis of detection rates
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6. Conclusions. In this article, we present a neighborhood rough set-based classification
algorithm for the efficient detection of anomalies from network dataset. The dataset is a
mixed kind that includes both numeric and categorical attributes. First of all, we define
a unified metric that applies to both types of attributes. Then, we create a neighborhood
relation using the unified metric, which is then utilized to determine lower approximation
space, upper approximation space, and boundary regions. After that the upper approxi-
mation space produces the certain rules, the lower approximation space produces the pos-
sible rules, and the boundary region gives us the boundary rules. Finally, the algorithm’s
performance is proved through testing using the dataset KDD Cup’99 and comparative
studies with [16]. The results suggest that our method outperforms the above-mentioned
method in terms of detection rate accuracy.
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