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Abstract. High levels of traffic density cause negative impacts in society. Due to this
problem, the authors of this research proposed a method to estimate traffic density. The
proposed method was implemented on Junction 1 dataset. We utilized Local Binary Pat-
terns (LBP), Histogram of Oriented Gradients (HOG), and Gray-Level Cooccurrence
Matrix (GLCM) for extracting image features, and Support Vector Machine (SVM) for
classification. The results showed that CNN can be considered as the best model when
it comes to classification accuracy with a score of up to 99.6%. Meanwhile, the fastest
processing speed was obtained by LBP+SVM with an average of 30.2 FPS.
Keywords: Traffic density estimation, Local binary patterns, Histogram of oriented
gradients, Gray-level co-occurrence matrix

1. Introduction. Traffic lights with no time distribution regulation may cause traffic
congestion in parts of a road segment that have a high traffic flow. Traditional traffic lights
usually have the same time division for each junction without considering the density level
of road segments. High traffic flow in peak hours has bad impacts on the productivity of
the society. Traffic lights may be programmed to be adaptive by performing traffic density
estimation. Traffic density estimation is a part of ITS (Intelligent Traffic System). There
are a number of studies beyond traffic density estimation in this research area, such as
vehicle speed estimation [1], illegally parked vehicle detection [2,3], vehicle counting [4],
and traffic sign detection [5].

One of the most famous methods is to implement an Inductive Loop Detector (ILD)
[6]. However, this approach is expensive in terms of installation and maintenance costs.
On the other hand, vision-based methods tend to be more affordable and easier to install.
Generally, computer vision-based methods can be divided into two categories: macroscop-
ic and microscopic [6]. The microscopic approach accurately estimates density level, but
the computation is expensive. This method uses an approach for detecting and tracking
vehicles one by one to count the number of vehicles in the road segment. Besides, the
macroscopic technique uses a holistic approach to estimate traffic density. The captured
traffic video is analyzed to know whether the road is dense or empty. Such a method has
lower computational complexity.

In this research, the authors focus on estimating traffic density using a macroscopic ap-
proach to reduce the complexity and still maintain great accuracy. Handcrafted feature
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descriptors based on image processing techniques were utilized to extract image features
and machine learning models to classify traffic density conditions. The specific methods
implemented are LBP, HOG, and GLCM for feature extraction with SVM model. The
accuracy score will be compared with the research that uses the CNN model [7]. The
proposed method will be implemented on Junction 1 dataset [8], which is publicly avail-
able on the Internet. This paper’s main contribution is using the mentioned handcrafted
features over CNN, which was previously proposed by [7] to perform block classification
of size 15× 15, 12× 12, and 10× 10.
The following sections will cover the whole process of the research. Section 2 discusses

the previous research related to traffic density estimation. Section 3 explains the method-
ology of the proposed method utilized in this research. In Section 4, the experiment results
are discussed and analyzed. The conclusion of this study is concluded in Section 5.

2. Literature Review. Based on the parameters processed for estimating traffic density,
the approach is divided into microscopic and macroscopic categories.

2.1. Microscopic approach. The general approach to performing microscopic-based
traffic density estimation is to performing object detection. In the research conducted by
[9], the authors use the Mixture of Gaussian (MOG) algorithms to implement background
subtraction. This method is used to separate the foreground object from the background.
A comparison between Gaussian components of two different frames is then made to per-
form object tracking. The traffic density estimation is calculated by taking the ratio of
the number of vehicles in the lane and the length of the lane. However, this approach
is considered to be effective only on low-density traffic. Using a similar approach, [10]
and [11] utilize Raspberry Pi camera modules to capture traffic video. In [10], contouring
is used to identify the moving vehicles and mark the vehicle’s centroid. The number of
vehicles is calculated by counting the number of vehicle centroids that pass through the
artificial entry and exit line. The number of vehicles will give influence to the timing
of the traffic light. The accuracy of this research reaches 95.65%. In [11], the accura-
cy of vehicle detection is 97.39%, and the tracking accuracy reaches about 98.4%. The
approaches are accurate for several weather conditions like snowy, dusty, and night. How-
ever, these methods are susceptible to the occlusion between vehicles and camera shaking
since microscopic approaches depend on the accuracy of vehicle detection.

2.2. Macroscopic approach. With the improvement of deep learning, research in traffic
density estimation was developed using a deep learning-based approach [12,13]. Deep
learning approaches have good accuracy yet require higher computational complexity and
huge numbers of training data. In the case of handcrafted feature extraction [14-18], an
extracted feature is used for classifying the traffic density condition. In [14], the first
process is extracting the Region of Interest. The authors divide the frame into 8×9 grids
of cells. Support Vector Machine (SVM) model is used to classify the grid fill of a vehicle
or not. In this research, Junction 2 dataset is used. For extracting features, Histogram of
Oriented Gradients (HOG) combined with Local Binary Patterns (LBP) is implemented
to fix the problem of HOG that is only good at capturing edges and corners. The methods
have a good accuracy score of about 94.88%. However, the combination of two descriptors
causes the computational complexity to be high. In [15], the authors use two different
approaches for extracting features such as texture and edge features. Gray-Level Co-
occurrence Matrix (GLCM) is an extractor feature based on the texture that is used.
Besides, the authors utilize Edge Histogram Descriptor (EHD) for edge-based feature
extraction. The approach reaches a good accuracy of about 94.48% but only reaches
13-FPS processing rate and is distracted by static shadow in the ROI. Wassantachat et
al. [16] also use GLCM for extracting features and use background modeling with On-line
SVM to reduce the training effort. The accuracy reaches about 89.43%. However, it is
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highly computational in time and resources. Moreover, research based on pixel intensity is
common for use in traffic density estimation [6,19]. The technique can significantly reduce
the computational complexity. However, defining the rule for calculating the threshold is
challenging.

3. Research Methodology. All the steps required to be done in this research can be
drawn as a flowchart which is displayed in Figure 1.

Figure 1. The flowchart of this research

3.1. Creating a new dataset. The main idea of this research was to take a bunch of
blocks from a particular road region and to predict whether every single of those is being
occupied by vehicles. The overall traffic density can then be obtained by aggregating
the prediction results. The illustration shown in Figure 2 displays how the blocks were
arranged on a road area from Junction 1 video such that they will be able to estimate the
overall traffic density.

Figure 2. How the blocks were arranged. 15× 15 (left), 12× 12 (middle),
10× 10 (right).

In order to do so, it was necessary to train a machine learning model such that it would
be able to predict block occupancy. It implies that a new dataset containing occupied and
non-occupied blocks was required to train the model. The new dataset was created based
on the Junction 1 video. 495 blocks from the video were taken at a random position, in
which it consisted of 254 occupied blocks and 241 unoccupied blocks. There would be
four datasets to be generated which were grouped according to the block size, namely
20× 20, 15× 15, 12× 12, and 10× 10 pixels. Those blocks were resized to 32× 32 prior
to entering the next stage.

3.2. Feature extraction: LBP (Local Binary Patterns). There would be three
different feature extraction methods to be employed. This section is going to focus on
LBP. The feature extraction algorithm which was first proposed by Ojala et al. [20] is
suitable for enhancing texture features. In this case, an unoccupied block generally looks
like a flat region. Or in other words, it is considered to be textureless. Meanwhile, there
will be rough textures on an occupied block thanks to the presence of vehicles. Due to
this, it was expected that LBP features will be able to enhance block textures so that it
would be distinguishable by the machine learning model.
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3.3. Feature extraction: HOG (Histogram of Oriented Gradients). HOG has
an ability to extract shape features within the blocks. Since it works by detecting edges,
the algorithm should be able to enhance the difference between occupied and unoccupied
blocks. The HOG algorithm produces feature vectors by taking account of edge magni-
tudes as well as edge orientations. All these magnitudes will be grouped into several bins
which are determined according to the gradient orientations. Such an operation forms a
histogram which then acts as a feature vector.

3.4. Feature extraction: GLCM (Gray Level Co-occurrence Matrix). Similar
to LBP, GLCM is employed to do extraction on texture features [21]. Even though the
objectives of the two are the same, the process is completely different. Two main param-
eters are required to be defined: angle and distance. The first parameter determines the
comparison direction while the second denotes the distance between the current pixel and
the pixel to be compared. The comparison results of every pixel in the image will be
stored in a co-occurrence matrix. The feature vector is then generated by calculating its
second order statistical features such as contrast, correlation, and homogeneity.

3.5. Model training. A block is classified as either being occupied or unoccupied using
SVM. This machine learning model was selected since it is highly used in image classifi-
cation tasks thanks to its good performance, especially when it is trained on handcrafted
features [5,14-16]. SVM works by separating different classes using a hyperplane. The two
hyperparameters required to be set are the kernel and C, where the kernel determines the
hyperplane shape while C is a regularization term. For comparison purposes, CNN was
also implemented to perform block classification since this deep learning approach can
be considered as the current state-of-the-art model for image-related tasks. CNN auto-
matically performs feature extraction on its own at its convolution layers. This concept
was first introduced under the term “Neocognitron” [22]. The term CNN itself was fi-
nally used in [23]. Additionally, the handcraft feature extractions explained earlier only
take the grayscale version of the block. This is essentially because textures are detectable
without taking account of color features.

3.6. Model evaluation. The performance of a model is evaluated by calculating its
accuracy score. Actual testing on the video data will also be done to find out the frame
processing rate. This is important to do since it is expected that the proposed model will
be actually implemented in real time.

4. Results and Discussions.

4.1. Experiment setting. This research consisted of several experiments. Each of those
was named LBP+SVM, HOG+SVM, GLCM+SVM, and CNN, in which the names are
basically self-explanatory. Initially, the authors used only the 20 × 20 blocks dataset.
This dataset was then split into train and validation sets with a ratio of 80 : 20. All
models were trained 20 times which the average accuracy was taken for the final result.
The best model was then brought to the testing phase, and its classification performance
is evaluated qualitatively, while at the same time the average time used for processing
1000 frames was also calculated. The overall traffic density was obtained by dividing the
number of occupied blocks by the number of all blocks in the frame. All these experiments
were done on a machine that uses Intel Core i5-8250U processor with 8 GB of RAM and
Nvidia Geforce MX150 GPU. In the next experiments, the authors also attempted to do
the same for the 15× 15, 12× 12, and 10× 10 blocks.
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4.2. Parameter selection. The P and R parameters of LBP were set to 8 and 1, re-
spectively. The block of LBP features was then divided into 4 regions, in which every
single of those produced a histogram of size 15. To the HOG features, an area of 8 × 8
pixels was grouped into a single cell, while a group of 2× 2 formed a block. Every single
of these blocks then produced a feature vector size of 36. Thus, the final feature vector
dimension was 324. Prior to extracting GLCM features, the pixel levels were quantized
to 64-levels first. Six statistical features (mean, standard deviation, contrast, correlation,
energy, and homogeneity) were then extracted from GLCM. Since the angles parameter
was set to 4 directions (0◦, 45◦, 90◦ and 135◦), the final feature vector size was 24. All
these extracted features were then used to train an SVM with RBF kernel. To the CNN,
the deep learning model employed a single convolution layer with 32 kernels of size 3× 3
and stride of 1× 1. ReLU (Rectified Linear Unit) activation function was applied to the
convolved image. Further processing was done by connecting a maximum-pooling layer
of size 2 × 2 which directly flattened the result. Three consecutive dense layers with 32,
16 and 1 neurons were then connected in which all of those employed sigmoid activation
function.

4.3. Evaluation and discussion. As mentioned in Chapter 4.1, the first experiment
was related to the block classification of size 20 × 20 pixels. The results are shown in
Figure 3.

Figure 3. Classification accuracy scores of 20 × 20 blocks (left); frame
processing speed comparison in FPS (Frames per Second) (right)

It is clearly seen in Figure 3 (left) that CNN performs best in distinguishing the occupied
and unoccupied blocks as it reached the validation accuracy of 99.6%. This accuracy score
was then followed by HOG, LBP, and GLCM, respectively. According to this result, it
is found that color information might be important in this case due to the fact that only
the CNN model took the entire RGB channel. Furthermore, the deep learning approach
also allowed its convolution layer to freely extract particular information. This is different
from the other SVM-based models which only considered texture (LBP and GLCM) and
shape (HOG) features.

The chart in Figure 3 (right) shows that even though the CNN achieves the greatest
classification accuracy score, it is quite slow compared to the SVMmodels. This absolutely
makes sense because the CNN model accepts the input size of 3,072 (obtained from
32 × 32 × 3), which is a lot larger as compared to the other three. The high number
of weights and biases also give influence on the CNN predicting speed thanks to the
depth and width of the network. This is different from the SVM which algorithmically
does not use such a multi-layer concept. Furthermore, the feature extraction stage of
the LBP+SVM is computationally cheaper, which in return causes the processing speed
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averages and peaks at 30 and 50 FPS, respectively. The computation time of GLCM can
be considered to be slow compared to all other models with handcrafted features, which
is actually also proven by [24]. Despite the fact that the CNN model is not the fastest
one, it can still be considered good enough since 15 FPS on average is actually decent
enough to be implemented in real time.
Other experiments related to different block sizes produce the results shown in Figure 4.

As expected earlier, the greatest classification rate was obtained by the largest block (20×
20). This is due to the fact that larger blocks contain more information compared to the
smaller ones. These results are consistent since all feature extraction variations, including
the CNN, behave the same way. According to Figure 4 (left), CNN obtained the best
classification rate compared to all others. Even more, the worst CNN performance (12×12
blocks, 0.949 accuracy) could only be outperformed by the CNN models themselves and
the HOG+SVM with the block dimension of 20× 20 pixels (0.973 accuracy).

Figure 4. Validation accuracy of different block sizes (left); frame pro-
cessing speed comparison between different block sizes (right)

When it comes to processing speed, it was found that experiments with smaller blocks
have a tendency to be slower. This kind of behaviors occurs since more blocks are required
to cover the entire road segment. There are 40, 27, 18 and 10 blocks for the size of 10×10,
12 × 12, 15 × 15 and 20 × 20, respectively. Among the models in Figure 4 (right), CNN
is the one in which the processing speed and block size seem uncorrelated to each other.
It is proven due to the fact that it does not show the similar trend compared to the other
machine learning models. Such behavior is probably happening thanks to the difference
in model backend implementation. In the earlier part of this chapter, we mentioned that
all SVMs were taken from the Scikit-Learn module, while the CNN was constructed using
Keras. Since Keras is capable of running its code on GPU, the authors of this paper
suspected that it is the one that causes CNN to behave differently.

4.4. Comparison with other works. The block classification scores on Table 1 show
that the proposed method is comparable with other similar traffic density estimation
approaches.
The research paper of [14] performed block occupancy prediction by using the combina-

tion of HOG and LBP features. These features were then used to train an SVM model and
achieved an accuracy score of 94.88%. On the other hand, [16] reached 89.43% of accuracy.
This result was obtained by using the OSVM-BG (On-line SVM Classifier and Background
Modeling Technique) model. The model was trained using first and second-order statisti-
cal features and another image feature gathered from background subtraction. Instead of
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Table 1. Comparison with other research

Author(s) Accuracy score

Li et al. [15] 94.48%

Wassantachat et al. [16] 89.43%

Garg et al. [6] 99.47%

Prasad et al. [14] 94.88%

Proposed method (LBP+SVM) 93.10%

Proposed method (HOG+SVM) 97.30%

Proposed method (GLCM+SVM) 89.30%

Proposed method (CNN reproduced from Putra et al. [7]) 99.60%

Figure 5. Results obtained on 15 × 15 blocks using LBP+SVM (left),
HOG+SVM (middle), and CNN (right)

only using the background reconstruction method, [6] also employed a shadow elimination
process. This kind of approachs achieved the best TPR (True Positive Rate) of 99.47%.
Lastly, similar to [16], [15] also used first and second-order statistical features. However,
the authors also added EHD (Edge Histogram Descriptor) as additional feature. This
approach helped SVM to achieve 94.48% of classification accuracy.

5. Conclusions and Future Works. CNN could be considered the best model in terms
of accuracy since the value remains high even on the smallest block size. On the other
hand, LBP+SVM was the one that achieved the fastest frame processing rate, especially
on 20× 20 block size, yet with a decent accuracy score. Several things can still be experi-
mented to determine whether there is a better approach for the classification task. In the
earlier part of this paper, it was mentioned that all the block size variations were resized
to 32×32 pixels prior to entering the feature extraction stage. This causes the processing
of smaller blocks to be slower since the exact same road segment requires more blocks
to get covered entirely, especially when a traditional feature extraction method is used.
In order to address this problem, it is possible to conduct further research on the block
resizing dimension variations. This implies that the best feature extraction parameters,
which can lead to better accuracy scores, also need to be searched.
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