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Abstract. This paper proposes a new architecture to enable a centralized logging system
in an Infrastructure as a Service cloud. The main contribution of this work can improve
the implementation and management of the current decentralized logging systems. This
is where only a socket programming method is required as a primary method of the im-
provement. Achieving the new architecture is by redesigning the architecture of our own
existing logging system, which was already in an OpenStack environment. Based on the
patterns and behaviours of this environment, the redesigning process mainly includes re-
locating the main components of the logging system and generating a new architecture to
enable a centralized logging system in this cloud type. To examine the successes of our
new architecture, the OpenStack environment is also the main technology to be used to
implement a logging system based on the new architecture and for the experiments. Then,
this logging system is used to test the main logging tasks, including detecting malicious
processes inside a customer cloud. The results of the tests show that we can successfully
detect malicious processes inside the customer cloud using the logging system of the new-
centralized architecture. The logging systems with the previous-decentralized architecture
can also detect this kind of process, but with more than one manager, compared to only
one manager of the new architecture. Thus, with only one manager, the centralized ar-
chitecture could be easier to be implemented and be managed than the decentralized one.
As a central contribution to the cloud security field, this centralized architecture can help
in mitigating the cloud security issues, such as malicious process activities inside the
cloud. The issues are the critical one that prevents the adoption of the cloud.
Keywords: Cloud security, Infrastructure as a Service, Centralized logging system,
OpenStack, Malicious process

1. Introduction. Cloud computing or the cloud offers visualized computing, storage,
and networking resources over the Internet to organizations or customers. The cloud
service rental model is flexible. The model allows easily reducing, adding, or discontinuing
the services. This makes the cloud to be interesting in organizations bringing it to their IT
department. This paper focuses on the Infrastructure as a Service or IaaS cloud type. IaaS
mainly offers rentable Virtual Machines (VMs) to consumers. However, cloud security is
a critical issue that prevents the adoption of the cloud. The issue has been considered
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by many researchers. This is especially about 14 years-consideration in about 23 reports
with five languages of the Cloud Security Alliance (CSA). An example is the provision of
the ‘Top Threats to Cloud Computing, version 1.0’ report [1] in 2010 to ‘Top Threats to
Cloud Computing Pandemic Eleven’ in 2022 [2]. Researchers have also been investigating
how to prevent and mitigate the risks associated with the issue. The results from the
investigation can enhance the confidence of consumers or organizations that want to adopt
the cloud. In an IaaS cloud, one of the mitigating solutions is a logging system. This
system can help in mitigating risks associated with the issue, as discussed in [3, 4, 5, 6].
This system facilitates investigating suspicious events, for example, who is accessing a
cloud customer’s sensitive file in an IaaS environment. Thus, the system can detect and
report what unauthorized users do with the file.
Motivation: Thus, this file has its own history produced by this logging system. This

system can be categorized as a file-centric logging system rather than a system-centric
one that only logs a machine’s health data, such as the total percentage of CPU usage,
not a sensitive file’s history. A file-centric log can be an event of, for example, which file is
accessed by which process. Oppositely, this can be seen as a process-centric log perspective
as to which process is accessing which file. Both file-centric and process-centric logs can
be produced by a Virtual Machine Introspection (VMI). It can introspect into a main
memory of a VM to capture a process’s information and behaviours. In recent years, VMI
has been useful for Intrusion Detection Systems (IDS) in cloud computing as agreed and
implemented by [7, 8]. However, the systems from both references are decentralized. [9]
states that it is tough to manage the decentralized log-files of a logs management in cloud
computing. We also believe that the logger components of these decentralized systems
are difficult to be managed. Thus, in an IaaS cloud, our motivation is to enable logger
components of a logging system to be centralized. This system can be considered a new
logging system architecture in IaaS. Our paper aims to expand the capabilities of existing
logging systems. To have efficient recording capabilities of the events in the IaaS cloud,
the study of the functions of the logging system can be vital.
However, the previous works [4, 5, 6] provide the logging systems in a laboratory

IaaS environment rather than in a production IaaS cloud environment. Thus, this paper
focused on enabling the existing logging system in [4, 5, 6] to be able to work in the
production IaaS cloud environment. We simulated this environment with a cloud Oper-
ating System (OS) called OpenStack [10]. This cloud OS has increasingly been applied
in a cloud production business [11, 12]. Then, we used the socket programming method
[13] to enable the existing logging system to work in this simulated environment. The
socket programming method is a technique for exchanging messages between processes
on the same computer or across a network. This method can reside on the same system
or different systems on a different network. Finally, in our previous work [3], we managed
to enable the existing logging system to work in the simulated production IaaS cloud en-
vironment. This enabled logging system can help in mitigating risks associated with the
cloud issue in this environment. In [3], one of the main components of our architecture is
a compute node. It is a physical computer/machine with hypervisor software. The soft-
ware can create more than one Virtual Machine (VM) in this physical machine. A logging
system is a kind of monitoring system that can be distributed into many compute nodes.
This distribution can cause difficulty in the management of the nodes.
Research gaps and objectives: There are three research gaps and three objectives.

Firstly, in the OpenStack architecture, there can be more than one compute node in the
architecture, as briefly discussed above and thoroughly discussed in [3]. Thus, there can
be more than one logging system in these compute nodes of this architecture. This is
a distributed/decentralized architecture (such as the ones of [3, 7]) for the logging sys-
tem. This decentralized architecture is difficult to be managed based on our primitive
experiments of enabling logging systems into the OpenStack architecture. Thus, the first
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objective is that we aim to enable the existing logging system from [3] to work in an
OpenStack architecture by using the socket programming method. This enables a cen-
tralized architecture for the logging system, which could be easier to be managed. From
the first research gap, the second gap is that there are no design and implementation of
the logging system using the socket programming method in the OpenStack architecture
in the literature. Thus, the second objective is that we will provide both the design and
implementation. The third gap is that there are no results and discussions to illustrate
how the results from the design and implementation work in the OpenStack architecture.
Then, the final objective is to provide these results and discussions.

Summary of contributions: This paper has the following four contributions. The
first is that we discuss an IaaS cloud and how the existing logging system in the Open-
Stack architecture works. Then, we illustrate that the existing logging system from [3] is a
decentralized architecture and challenging to manage in the OpenStack architecture. The
second contribution is that, based on the first contribution, we redesigned the existing log-
ging system to support centralized architecture via the socket programming method. This
includes designing and implementing the logging system in the OpenStack architecture of
an IaaS cloud. This design and implementation ensure the technical details of redesigning
the existing logging system to apply in the OpenStack architecture. The third one is that
we illustrate the results from the design and implementation of the second contribution.
The results confirm that the redesign of the existing logging system can still detect ma-
licious processes like our previous logging system but with easier management compared
to the previous system. The last contribution is the discussions of the design and imple-
mentation and the results. The examples of the discussions are why the redesign of the
existing logging system can still work in the real-world IaaS cloud, which is built from
OpenStack or an IaaS-OpenStack cloud, and this logging system in the IaaS-OpenStack
cloud can be easier to manage than the previous existing logging system.

The organization of this paper is the following. The background is described in Section
2, including IaaS architecture, the existing logging system architecture in the laboratory
IaaS cloud environment, an OpenStack architecture, and the architecture of the logging
system in the OpenStack for IaaS. The system design and implementation of the pro-
posed architecture are discussed in Section 3, including the hardware and software of the
experimental environment, the aim of the new logging system architecture based on the
socket programming method for IaaS, and the proposed new logging system architecture
in IaaS-OpenStack cloud. The results and discussions of the proposed architecture are in
Sections 4 and 5, respectively. Section 6 includes the conclusion and future work of this
paper.

2. Background.

2.1. Infrastructure as a Service architecture. Figure 1 shows an IaaS cloud and
logging system architectures. In this paper, both architectures are mainly adapted from
our previous work [4]. All the white boxes, an ellipse, and text file shape in Figure 1 are the
components of the IaaS cloud architecture. This section will describe these components.
All the shaded boxes in Figure 1 are the logging system’s main components. Section 2.2
will describe these main components. This section here will shortly explain the IaaS cloud
architecture as the following. The white box components include hypervisor, dom0, hw0,
disk0, domU, hwU, diskU, and memU. A component name ending with ‘0’ implies that
this component is physically owned and managed by an IaaS cloud provider. However,
ending with ‘U’ implies that the component is virtually owned and managed by a cloud
customer. See the box with number 2 in Figure 1, and it is a hypervisor or software that
grants a physical computer to host more than one VM.
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Figure 1. The IaaS cloud architecture and logging system architecture,
adapted from [4]

The box inside the domU, the ellipse in memU, and the text file shape in Figure 1
are the components for the simulation of some incidents in our experimental purposes
in Section 3. A dom0 or domain 0 is a manager of the entire VMs that were created by
the customers; see the topmost left white box in Figure 1. This domain is also a VM
and is launched by the hypervisor at the system booting time. It completely accesses and
manipulates hw0 and all the created VMs or domUs. Hw0 is the physical hardware of
and managed by a dom0; see the bottom box in Figure 1. A domU or user domain is a
user VM that is created by dom0; see the topmost right white box in Figure 1. It runs
on top of the hypervisor and is an IaaS cloud product that the provider can rent to the
customers. HwU is physically located in hw0 and is the virtual hardware of a domU. It
is physically owned and managed by a dom0 or by the provider. However, it is virtually
owned and managed by a domU owner or a customer. A disk0 is a physical disk of a
dom0, and a diskU is a virtual disk of a domU. Finally, memU is domU’s virtual main
memory.

2.2. The existing logging system architecture in laboratory IaaS cloud envi-
ronment. The IaaS cloud architecture and logging system architecture in Figure 1 are in
a non-real-world production environment. This environment was built on one computer
machine to simulate an IaaS cloud in [4, 5, 6, 14]. The existing logging system architec-
ture in Figure 1 can log incidents that happened in a customer domU or VM, such as
who has access to or what happens with a customer file in a disk of the VM [14, 15]. A
logging system can compose of a logging process and a log file [14]. This paper will call
the logging process a logger. The system architecture of the logging system is from our
previous work [14] and is also illustrated in Figure 1. In this paper here, the architec-
ture will be applied to the proposed experiment. The box inside the domU in Figure 1 is
the threat-app process. For the purposes of the experiment, we assume that, somehow,
this process can be controlled by an attacker. As a result, he/she can maliciously read a
sensitive file or s.txt of an IaaS customer in diskU, and see the text file shape inside the
diskU. A threat-app mem in memU represents a reserve memory space for the threat-app
process provided by the Operating System (OS) that hosts this process. The right bottom
shaded box in the dom0 is LibVMI, the new name of XenAccess [16]. It is a C library
that is installed in the dom0. Then, it can access the threat-app mem in memU to detect
the malicious activities of the threat-app process that is reading s.txt. We did not focus
on this reading s.txt action in this paper.
However, the action is also referred to in proposing logging solutions in the cloud.

In [15, 17] consider this action when proposing their logging solutions in the cloud. For
example, [15] assumes that when a user ‘Alice’ creates a sensitive file (such as s.txt) and
modifies this file. Then, somehow, a user, ‘Bob’, can maliciously read the file without
Alice’s permission. From Figure 1, the three working steps of the logger are represented
by the circles with the numbers 1 to 3. Step 1, the logger in the dom0 calls LibVMI to
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access memU to obtain the logging data from the threat-app mem (Step 2). This data
includes i) a file name of s.txt or the string ‘s.txt’, and ii) the process ID of the threat-app
process. Then, LibVMI accesses memU to obtain this data in the threat-app mem. Then,
it returns the obtained data to the logger. Finally, the logger manages the data and then
writes (Step 3) the data into the log file.

2.3. An OpenStack architecture. The IaaS cloud architecture and logging system ar-
chitecture in Figure 1 are in a non-real-world production environment. This environment
was built on one computer machine to simulate an IaaS cloud in [4, 14]. We will use Open-
Stack to simulate an IaaS public cloud to be the same as a real-world IaaS production
environment. OpenStack is a cloud operating system that controls larger pools of storage,
networking, and compute resources in all parts of a data center. The resources are man-
aged via a dashboard that is a web interface [18]. OpenStack is also open-source software
that can be used to build an IaaS public cloud, and it can be used in the real-world cloud
production environment. It has increasingly been used in large business organizations [19].
Thus, we use OpenStack to simulate an IaaS public cloud to be the same as a real-world
IaaS production environment. See the five boxes in Figure 2. There are five services of the
architecture of an IaaS-OpenStack cloud. These services are the compute service, image
service, object storage service, dashboard service, and identity service. All of these ser-
vices are connected through the communication network; see the solid lines in Figure 2.
The details of each service are mainly from the OpenStack official documentation website
[20]. This paper relates to only three services. The first service is the compute service;
see the box on the leftmost of Figure 2. The compute service can enable a provider to
control an IaaS cloud. This service allows the provider to control instances (VMs/domUs)
and networks and to handle access to the cloud by users. This service also defines dri-
vers that interact with a hypervisor that is run on the host OS or dom0 of the provider
cloud infrastructure. This service also publishes its functionality for other services via
web-based OpenStack Application Program Interfaces (APIs). The second is the object
storage service, the box on the rightmost of Figure 2. It is a long-term storage system for
many static data, which can be updated and retrieved. The last service is the box on the
top of Figure 2. It is the dashboard service, which is a web-based interface allowing the
provider to manage OpenStack resources and services. It also interacts with the compute
service via the APIs.

Figure 2. An OpenStack architecture from [3]

2.4. The existing architecture of the logging system in the OpenStack for
IaaS. The architecture of the logging system in the OpenStack for IaaS was from our
previous work [3] to prove that the logging system (Figure 1) can work in the OpenStack
environment (Figure 2). In Figure 3, we illustrated the perspective of ‘the architecture of
the logging system in the OpenStack for IaaS’. We will call this architecture the ‘logging
system in IaaS-OpenStack cloud’. However, this figure without the logging components
(logger, LibVMI, and log file) is called ‘an IaaS-OpenStack cloud’. We run Ubuntu Serv-
er 16.04 LTS OS on a computer or hw0 as the compute node. Then we installed the
OpenStack Ocata version in this OS. We mapped each service, except the object storage
service, of the OpenStack architecture in Figure 2 onto two Physical Machines (PMs).
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Figure 3. The architecture of the logging system in the OpenStack for
IaaS, adapted from [3]

According to the functions in the installation manual of the OpenStack [21], one of
the two physical computers is the compute node, and another one is the controller node.
The dotted box with the number 1′ on the left side of Figure 3 is the controller node
for the execution of the three services of Figure 2. The services are the identity service,
image service, and dashboard service; see the shaded rectangles in the dotted box. These
services were described in Section 2.3. Then, the dotted box with the number 2′ on the
right side of Figure 3 is the compute node for the execution of the compute service from
Figure 2. This service is used to control the hypervisor to manage dom0 and domUs. Both
of the nodes use two network adapters (5′ to 8′) to connect to two networks. They are
the management network (3′) and the external network (4′). The management network
is used for installing applications and for updating the patch of the security of the OSes
of the controller node and the compute node. In this IaaS-OpenStack environment, the
external network is used for the customers to connect to domUs via the Internet or 10′. In
the architecture, this external network may also be somehow a channel that the attacker
or 9′ can use this channel to connect to domUs with the credentials and passwords that
the attacker may steal through phishing and fraud as argued in [14], see the dotted line
with number 1′′. Now, we got our IaaS-OpenStack cloud.
Then, we simulated incidents that were assumed to be taken place by the attacker.

Thus, the attacker can connect to a domU in this built IaaS-OpenStack cloud over the
Internet using the credentials and password mentioned above. See the box in the user
level of domU in Figure 3. Then, the attacker may use a ‘threat-app’ process to access
the sensitive file in diskU. We aim to locate the existing logging system or the logger
(see the logger box in the user level of dom0) and the log file in Figure 1 into this
built IaaS-OpenStack cloud. So, this logger has been designed to detect a threat-app
application (threat-app process). We consider the threat-app process as a target process
that the logger wants to capture the appearance of this process for the detection of such
incidents. Now, we got the architecture of the logging system in the OpenStack for IaaS,
adapted from [3], see Figure 3. Then, this architecture can detect the threat-app process,
as discussed in [3].
The IaaS-OpenStack cloud architecture can expand many compute nodes in the real-

world IaaS production environment, as discussed in [3, 22] that have illustrated the ex-
panding of the compute nodes as 1,000 nodes in an OpenStack architecture. The expansion
can be done by adding other compute nodes into the architecture of the IaaS-OpenStack
cloud in Figure 3. All new nodes’ details are the same as a compute node in the archi-
tecture of the IaaS-OpenStack cloud. The new nodes can be set up based on OpenStack
Installation Guide 15.0 in [21]. Thus, there can be more than one logger in these compute
nodes, and executing the logger in each compute node is difficult to manage. Therefore,
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we will call this logging system in Figure 3 a decentralized logging system. Thus, we
will enable a centralized architecture for a logging system in the IaaS-OpenStack cloud
architecture or a centralized logging system. It is our primary objective.

3. Design and Implementation.

3.1. The hardware and software of the experimental environment. This section
will explain the experimental environment by expanding the information of Figure 3,
just discussed in Section 2.4. This can form the experimental IaaS-OpenStack cloud.
We then set up this cloud using two PMs. The first PM composes of Intel Core-i7 3.2
GHz 64-bit four cores, DDR3-SDRAM 8 GB of main memory, and 500 GB of secondary
storage. This PM is the controller node; see number 1′ in Figure 3. The controller node is
configured with the default settings based on the OpenStack Installation Guide 15.0 [21].
The compute node is based on another PM of Intel Xeon 3.4 GHz with CPU 64-bit eight
cores. This PM has DDR3-SDRAM 8 GB of main memory and 500 GB of secondary
storage; see number 2′ in Figure 3. A Ubuntu Server 16.04 LTS is the OS of both PMs.
Then, we installed Xen 4.6.5 as the hypervisor in this compute node. This creates the
dom0 in the figure. We also installed the LibVMI library (version 0.12-rc3), the shaded
box inside the dom0 in Figure 5, in the compute node. Finally, in the compute node,
we then created the domU in Figure 3, with 1 CPU core, 1 GB of memU, and 20 GB of
diskU.

3.2. The aim of the new logging system architecture based on the socket pro-
gramming method for IaaS. The new logging system architecture can do the central-
ized architecture for a logging system in the IaaS-OpenStack cloud based on the socket
programming method for IaaS. This centralized architecture needs to modify the existing
logging system in Figure 1. From the first research gap in Section 1 that the existing
logging system in Figure 3 is a decentralized architecture. This architecture is difficult to
manage, and this gap. It is because the IaaS-OpenStack cloud architecture in Figure 3
can be more than one compute node in the real-world IaaS production, as discussion in
[3]. Thus, there can also be more than one logging system in these compute nodes.

3.2.1. The components and parameters. We will redesign the existing logging system in
Figure 1 in Section 2.2 to support centralized architecture via a socket programming
method and based on Figure 2 and Figure 3. The socket programming method or socket
method is one of the best methods in distributed computing, as argued in [23]. Figure
4 shows the new logging system architecture based on the socket programming method
for IaaS. This figure is proof that all the existing logging components (LibVMI and log
file) and the new-modified components (logger c and logger s) can be fitted in the IaaS
architecture (or Figure 1). The architecture in Figure 4 is split into two physical machines.
We call the first one a ‘server-side’, and the second one a ‘client-side’. All the components

Figure 4. The new logging system architecture based on the socket pro-
gramming method for IaaS, not in IaaS-OpenStack cloud



1202 W. JAIBOON, P. CHAN-IN, W. WONGTHAI AND T. PHOKA

and their functionalities on the server-side are the same as the ones in Figure 1, except
the logger s. The logger s in Figure 4 is different from the logger in Figure 1. It is because
we added the socket method into the logger s. This enables logger s to exchange messages
between itself (in a server-side physical machine) and logger c (in a client-side physical
machine) across a network. A client-side is a physical machine with the components of
logger c and log file. The details of both are below. The client-side machine and the server-
side machines can communicate via a Local Area Network (LAN). The main logging
components of the new logging system based on the socket method for IaaS are all gray
boxes in Figure 4. They are logger s, log file, logger c, and LibVMI. A logger s has been
designed to detect threat-app processes in domU. It works the same as the logger in
Figure 1. However, the logger s is designed to receive a connection from logger c from the
client-side to exchange the data, such as domU’s name and process name of the target
process, such as threat-app. See the gray box on the top side of the client-side in Figure
4; it is logger c that is designed to request and then connect to logger s in the server-side.
See the gray boxes that are labeled with “LibVMI” and “log file”. Both components were
functioning as Figure 1 and were described in Section 2.2. As mentioned above, Figure
4 shows a new logging system architecture based on the socket programming method for
IaaS or centralized logging system architecture.

3.2.2. The working steps of the new logging system architecture. There are seven work-
ing steps of the new logging system architecture based on the socket method for IaaS or
centralized logging system architecture. Step 1 is when the logger s was started and is
waiting for a connection request from the logger c. Step 2 is when the logger c is suc-
cessfully connected to the logger s; then, the logger c sends a message to the logger s.
The message includes i) a target domU’s name in the server-side machine (such as ‘du1’)
and ii) the target process’s name in the domU (such as ‘threat-app’). Step 3 is when the
logger s gets the message from the logger c, and logger s uses the message to set up the
initial parameters for calling LibVMI. Then, Step 4 is when LibVMI retrieves appropriate
logging data from the memU of the target domU based on the parameters. Step 5 is
after the logger s gets the appropriate logging data (the process’ id and process’ name of
threat-app), the logger s then sends this data to the logger c. Step 6 is when the logger c
gets the data (message) from Step 5. The logger c then pre-processes the data before
writing the processed data to the ‘log file’ in Step 7.

3.3. The proposed new logging system architecture in IaaS-OpenStack cloud
with expanding the compute nodes. Figure 5 without all the shaded boxes shows
the IaaS-OpenStack cloud with expanding the compute nodes. The IaaS-OpenStack cloud

Figure 5. The proposed centralized architecture for a logging system in
IaaS-OpenStack cloud
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architecture and the expanding compute nodes were described in Section 2.4. In this ex-
periment, we add the two additional compute nodes into the IaaS-OpenStack cloud in
Figure 3. Thus, on the right side of Figure 5, expanding compute nodes are the dashed
boxes with IP addresses ending with 41 and 51. The proposed new logging system archi-
tecture in the IaaS-OpenStack cloud with expanding the compute nodes is all the shaded
boxes in Figure 5. This logging system has the main components and the location of these
components as Figure 4. The dotted box with the number 1′ on the left side of Figure
5 is the controller node as a physical computer in the IaaS-OpenStack cloud. First, we
map the two components and location of the new logging system architecture in Figure
4, including logger c and log file into the controller node in Figure 5. Then we map the
component and location of logger s and LibVMI in Figure 4 into the compute node; see
the dotted box with the number 2′ on the right side of Figure 5. Furthermore, each ex-
panding compute node in Figure 5 has a logger s, a LibVMI component, and the location
of these components in side itself as the logger s and LibVMI in the dotted box with
the number 2′ on the right side of Figure 5. The detail of the main components of the
proposed new logging system architecture in the IaaS-OpenStack cloud with expanding
the compute nodes is described in Section 3.2.1. Now, we got the proposed new logging
system architecture in the IaaS-OpenStack cloud with expanding compute nodes.

4. The Results. The operational results of the proposed new logging system architecture
of Figure 5 are shown in Figure 6 (Figures 6(a) to 6(f)). The figure shows the command
line patterns of logger s, logger c, and threat-app, and the commands’ results. The first
part of the results are Figures 6(a) to 6(d), which were mainly generated from the six
working steps of the new logging system architecture in Section 3.2.2. The second part
of the results is Figures 6(e) to 6(f). They were mainly generated from the working
steps of the threat-app, discussed in Section 2.2. In Figure 6(a), the line with number
1 is a command line pattern of the logger s when it wants to capture the name and
Id of the target monitored process or thread-app on the IaaS customer’s domU. The
logger s in the box with ‘a’ has one parameter as the port number in the box with ‘b’
or 1456. This command is executed in dom0 by an authorized user. After the logger s is
executed, it will be waiting for a connection request from logger c. Logger c needs to be
placed on a PM that connects with the same management network (see 3′ in Figure 5)
of the IaaS-OpenStack cloud. In Figure 6(c), the line with the number 1 is a command
line pattern of the logger c in the box with ‘a’. This logger c works with the logger s
together when it wants to monitor the target process or threat-app on the IaaS customer’s
domU. The logger c has four parameters: Internet Protocol address (IP address), port
number, domU’s name, and target process’s name. The IP address in the box with ‘b’ or
‘192.168.1.31’ is a unique address that identifies a device on a local network of a compute
node in the IaaS-OpenStack cloud. The port number in the box with ‘c’ or ‘1456’ identifies
a port of logger s service on the compute node in the IaaS-OpenStack cloud. This port
number needs to be the same number in the box with ‘b’ of Figure 6(a).

The domU’s name in the box with ‘d’ or ‘du1’ is a target domU’s name in the compute
nodes in the IaaS-OpenStack cloud. Finally, the target process’s name in the box with ‘e’
or ‘threat-app’ is a target process’s name in the domU. The logger s wants to monitor this
name. The cooperation working steps between the logger s and the logger c were described
in Section 3.2.2. Then, Figure 6(d) has the same command line patterns as Figure 6(c).
The differences can be the parameters of boxes ‘b’, ‘c’, ‘d’, and ‘e’. For example, Figure
6(d) has two different parameters from Figure 6(c). See boxes ‘b’ and ‘d’ of Figure 6(d);
they are the IP ending with 41 (instead of 31) and du2 (instead of du1). Figure 6(e) is
when the threat-app command is executed in domU or, see the line with number 1 in
the figure. Then, the name and the Id of the threat-app appeared in the reserve memory
space inside du1’s memU. This space is called threat-app mem; see the oval shape in
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Figure 6. The command line patterns of logger s, logger c, and threat-
app, and the commands’ results

Figure 1, already discussed in Section 2.2. Then, the logger s (in Figure 6(a)) can capture
the Id of threat-app as ‘4381’ and the name of threat-app as ‘threat-app’; see the line
with number 2 of Figure 6(c). This is the same mechanisms with Figures 6(f), 6(b), and
6(d). Note that, in our experiment environment, the ‘threat-app’ in Figure 6(e) and the
one in Figure 6(f) have the same name. However, they are different malicious applications
with different process Ids in different domUs (du1 and du2). Figure 6(d) illustrates that
the logger c is in the same physical computer logger c in Figure 6(c). Logger c in Figure
6(c) and Figure 6(d) is the same one and is placed in the same physical computer. This
computer is called the controller node; see the dotted box with the number 1′ on the left
side of Figure 3. Thus, the proposed new logging architecture in the IaaS-OpenStack
cloud with expanding the compute nodes in Figure 5 is a centralized logging system. This
is because there is only one logger c in the architecture. Then, this logger c can make
requests to, for example, two logger s(s). One logger s is in box ‘a’ of Figure 6(a), and
another one is also in box ‘a’ of Figure 6(b), just discussed above.

5. Discussions.

5.1. Easier management of the centralized compared to decentralized archi-
tectures. This discussion is against the three research gaps discussed in Section 1. To
be clearer for the discussions, we modified Figure 3 to become Figure 7. From Figure 7,
we can see that there are three PMs with three IPs ending with 31, 41, and 51. A logger
(see the shaded box in the figure) is actually placed in each of the PMs. Thus, there will
be three loggers for all the PMs. Consequently, these loggers are distributed (we called
‘decentralized’) into the whole architecture of Figure 7. The authorized user needs to con-
figure and manage each logger one by one in this decentralized architecture. This should
be difficult management and discussed in the introduction section as the main researcher
gap. In Figure 5, there are actually also three loggers (we called each one ‘logger s’) for
all PMs, with three IPs ending with 31, 41, and 51. However, all these three logger s(s)
are managed by only one manager (called logger c). Thus, this manager is not distributed
(we called it ‘centralized’) into the whole architecture of Figure 5. The authorized user
can only configure and manage all the logger s with one point at the logger c in this
centralized architecture. This should be easier management, compared to Figure 7.
Moreover, based on the results in Section 4, Figures 6(a) to 6(f) illustrated the results

of the implementation of the design of this centralized architecture in Figure 5. Especially,
Figures 6(c) and 6(d) show that only one manager, which is logger c, in boxes with ‘a’
from both figures. From the results in Section 4, this manager can manage two logger s(s)
to record/log the existence of the malicious processes in the two PMs, with two IPs
ending with 31 and 41. An example of these processes is the ‘threat-app’ (see box ‘b’ in
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Figure 7. The existing decentralized architecture for a logging system in
IaaS-OpenStack cloud

Figure 8. Separation of the workloads of the controller node

Figure 6(e)). This application is in domU called du1; see du1 in the box ‘a’ in Figure
6(e). Another example of these malicious processes is also the ‘threat-app’ (see box ‘b’
in Figure 6(f)) in du2 (see box ‘a’ in Figure 6(f)). To sum up, our proposed centralized
architecture for a logging system in the IaaS-OpenStack cloud could be mitigated the main
research gap, which is the difficulty of the management of the decentralized loggers in this
cloud. We believe that it could be easier to manage centralized compared to decentralized
architectures.

5.2. Separation of the workloads of the controller node. From Figure 5, we can
see that the controller node is one PM (we will call PM1; see number 1′ in Figure 5). This
PM1 has the logger c and log file (the shaded boxes in the controller node in Figure 5).
We can actually relocate the logger c and log file to place into the new available PM2;
see the left-lower dotted box in Figure 8. This relocation can separate the workloads of
the controller node, or PM1, from the workloads of the logging jobs. Thus, PM1 can
perform only its own busy necessary main jobs (such as dashboard, image, and identity
service). Now, this PM1 has no management of the logging jobs with the logger c and
log file anymore. Briefly, this separation can be done by the two main steps. The first
one is to move the logger c and log file into PM2. The second step is to connect the
PM2 to PM1’s management network or to number 3′ in Figure 5. The results of this
connection are the management network or number 3′ in Figure 8. The network allows
PM2 to be connected to or worked with the other components of our proposed centralized
architecture, shown by Figure 8. This enables PM1 and PM2 to separately perform their
own native necessary tasks. To sum up, the final results of both steps are in Figure 8,
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which can be the separation of the workloads of the controller node. This could enhance
the overall system management and performance of this architecture.

6. Conclusions. This paper aims to enable a centralized logging system in an Infras-
tructure as a Service (IaaS) cloud on a cloud Operating System (OS) or environment.
This paper focused on the OpenStack environment. The experiments confirmed that we
successfully enabled the centralized logging system in this IaaS cloud. The results from
the experiments indicate that we can use the socket programming method to allow us
to redesign the architecture of and relocate the main components of the existing logging
systems. This enabled the decentralized and difficult-management logging system to be
the centralized and easier-management logging system or ‘a centralized logging system’.
This paper makes the main contribution to the field of cloud security, which is a critical
issue that prevents the adoption of the cloud. As discussed by and shown in Figure 8, the
future work is to implement the separation of the workloads of the main physical machine
(the controller node) in our centralized logging system.
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