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Abstract. Currently the available oil palm fruit ripeness classification models are lack-
ing in accuracy and reliability. As the consequence, the automation of oil palm fruit
ripeness sorting is not pervasive in the industry. This is unfortunate, because oil palm
is one of the leading commodities in agriculture industry, especially in Indonesia. To
improve the accuracy, we propose a deep learning model with an addition-based attention
mechanism as an oil palm fruit ripeness classification system. The result of this study
shows that the proposed model improved the accuracy of the best previous deep learning
model by 9.85%.
Keywords: Oil palm fruit classification, Convolutional neural network, Visual atten-
tion, Computer vision

1. Introduction. As a tropical country, agriculture becomes one of the largest indus-
tries in Indonesia. Because of that, many researches have been conducted to improve the
process of agriculture in Indonesia [1, 2]. Among the agricultural commodities, palm oil
can be considered as the most important commodity in Indonesia. In fact, Indonesia is
the largest oil palm exporter in the world [3]. Considering the importance of palm oil in
Indonesia, an intensification of palm oil production can significantly boost the Indonesian
national economy. For that purpose, improving the oil palm Fresh Fruit Bunch (FFB)
harvesting workflow is one of the most promising approaches. Currently, most of the oil
palm plantations use manual labor within the harvesting workflow. Therefore, developing
an automatic harvesting system can significantly improve production productivity. One of
the tasks that can be automated in the workflow is FFB sorting according to the ripeness.
This task can be automated using a computer vision system that can classify FFB images
based on their ripeness [4].

Noticeably, a robust automation of this task requires an advanced computer vision
system, due to the complex appearance of a palm oil FFB. Several studies have been
conducted to develop palm oil fruit classification system using handcrafted color features
[5, 6, 7, 8]. However, such approach is known to be error-prone. A slight difference in
illumination between the real environment and the training dataset can degrade the per-
formance of this approach significantly. Thus, this approach is not ready to be deployed in
the industry. Fortunately, this problem can be solved by using a computer vision system
based on deep learning. This approach was started to be adopted for FFB ripeness clas-
sification, by employing deep learning architectures for general image classification with
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no modification [9, 10]. It is possible that modifying the architecture to be more suitable
for oil palm FFB classification would result in a better performance.
Among the possible modification for deep learning architectures, attention mechanism

is the most promising to be applied. It is defined as a module that lets the deep learning
model strongly attend only part of the image to classify images, as illustrated in Figure 1.
This module is potentially suitable for oil palm FFB classification, because the ripeness
of the FFB can be determined only by looking at the color of the fruits, not the image in
general. Thus, the contribution of this study is to design an attention mechanism module
that can improve the accuracy of a standard deep-learning-based image classification
model for oil palm FFB classification. The study is organized as follows. The background
and related works are presented in Sections 1 and 2, followed by methodology in Section
3. Section 4 presents the results and discussion, and Section 5 concludes the findings of
the study.

Figure 1. Eggplant detection attention

2. Related Works. Multiple researches have been conducted to develop deep learning
models with attention mechanism. The first attempt to apply the attention mechanism
into deep learning was done by Mnih et al. [11] for image classification. The attention was
generated via recurrent neural network, which is applied afterward to generate caption
from an image [12]. For image captioning, two types of attention were developed: a
soft attention mechanism that generates continuous value as the attention and a hard
attention that generates binary value as the attention. Inspired by this study, various
attention mechanism modules were developed for computer vision cases such as image
segmentation [13], place recognition [14], medical image analysis [15], and also general
image classification.
Specifically for general image classification, the current most notable attention module is

Squeeze and Excitation (SE) module. It injects a convolutional layer a capability to attend
to its output feature maps channel-wise. In other words, it can be called as a channel
attention. It successfully improved the accuracy of various standard Convolution Neural
Network (CNN) for image classification on ImageNet dataset. SE is extended by Woo et
al. [16] with the addition of spatial attention module on top of the channel attention. The
extended module is called Convolutional Block Attention Module (CBAM).
Not only for computer vision, attention mechanism is also emerging for speech recog-

nition [17]. It is even considered as a monumental breakthrough in natural language
processing, with the formulation of self-attention [18], which gave birth to a new mod-
el called Transformer. It is currently the base of almost all popular models in natural
language processing, such as Bidirectional Encoder Representations from Transformers
(BERT) [19] and Extra-Long Neural Network (XL-Net) [20].

3. Proposed Model. This section discusses the proposed model named AuxNet, which
uses DenseNet as the backbone network.
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3.1. DenseNet. DenseNet [21] is a network that utilizes dense connections, whose idea
is to concatenate the feature map of all previous layers to the subsequent layer in a
block. The dense connections allow DenseNet to reuse previous feature maps, which ease
the training process. DenseNet is also more parameter-efficient than ResNet [22], which
connects only the output of the immediate previous layer. Figure 2 illustrates the inner
working of DenseNet.

Figure 2. DenseNet architecture

3.2. Auxiliary learning attention mechanism. Attention mechanism is usually im-
plemented as a learned feature map that is multiplied element-wise to the final feature
maps of a CNN. To model attention with the learned feature map, it usually goes through
a softmax or sigmoid activation function. Attaching an attention module only to the final
feature maps limits the expressiveness of the model. However, attaching it to intermediate
feature maps leads to an architecture that requires gradient from earlier layers to pass
through softmax/sigmoid function multiple times. Because the magnitude of the gradients
is decreased at every pass, the model is prone to heavily suffer from vanishing gradient
problem.

To cope with this issue, we proposed an attention mechanism module that throws its
output to an auxiliary classifier instead of passing it to the next layer. We call this atten-
tion mechanism as Auxiliary Learning Attention Mechanism (ALAM). Figure 3 illustrates

Figure 3. AuxNet
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our proposed model, where the attention modules are attached to the output of each block
in a DenseNet architecture. ALAM uses a single Conv2D that outputs the same tensor
size as the input before going through the Sigmoid activation function which produces
the attention area. Each tensor will retain its own attention as each channel focuses on
each of their features. The attention tensor will then be multiplied element-wise with the
original input before going through a Global Average Pool. The dot product will then be
converted into a fully connected layer that will classify the image. The only block that did
not use attention is the last one as the network does not continue to another block after-
ward. The proposed network that uses ALAM is referred as AuxNet (Auxiliary Network)
for the rest of this paper.
To benchmark our proposed model, we compared it to a standard AlexNet that was

used by Ibrahim et al. [9], a standard DenseNet, and a DenseNet with SE modules. All
models used a pretrained ImageNet model to have benefits from transfer learning. The
latter was used in the benchmarking experiment to test whether our proposed attention
module is better than the state-of-the-art attention module. We employed the DenseNet
with SE modules introduced by Yan et al. [23], which enables the use of a pretrained
DenseNet.
In the benchmarking experiment, we used a dataset of 400 images oil palm FFB images,

categorized into 7 ripeness classes. The distribution of images in the dataset is summarized
in Table 1. The dataset was dividied into 3 groups for a typical CNN training procedure:
training data (64%, 256 images), validation (20%, 80 images), and testing (16%, 64 im-
ages). To increase the variation in the dataset, all models were trained with Ten Crop, a
data augmentation procedure that can increase a dataset variation ten-fold. It works by
cropping the top-left, top-right, bottom-left, bottom-right, and center part of an image
to produce five different images. These five images are also flipped horizontally to obtain
more images.

Table 1. Classification of oil palm fruit

Name Description Total
BP Ripening 16
BM Raw 8
KM Less Ripped 64
MKM Almost Ripped 16
M Ripped 96
MM Perfectly Ripped 168
TM Excessively Ripped 32

Total 400

4. Results and Discussion. Table 2 shows the evaluation result of all models perfor-
mance in the benchmarking experiment. It is clear that the models with DenseNet are
superior from AlexNet. Interestingly, adding SE modules to the standard DenseNet re-
duced the performance. This phenomenon can be explained by the fact that an SE module
passes its output to the next layer, which has been exposed to a softmax function. This
design allows the gradients of earlier layer to pass through several softmax function, re-
ducing the gradients magnitude for each pass. This leads to a vanishing gradient problem.
Contrarily to the SE module, adding ALAM module improved the performance of the

standard DenseNet. This was possible by the fact that ALAM escapes its output to a
classifier instead of passing it to the next layer. This guarantees any gradients within the
model to only pass an ALAM module once.
Top-1 error rate and F1 Score are the evaluation methods used to measure the per-

formance of all models proposed. All architecture was implemented with PyTorch under
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Table 2. Test F1 Score

Model name Accuracy Precision Recall F1 Score
AlexNet 0.77 0.78 0.77 0.77
DenseNet 0.85 0.87 0.86 0.85

DenseNet + SE Layer 0.80 0.84 0.81 0.81
AuxNet 0.87 0.88 0.87 0.87

the same python environment on NVIDIA Tesla P100 and Tesla P4 GPU provided by
NVIDIA – BINUS AI R&D Center. All models weight values were taken based on Ima-
geNet transfer learning, so the model has already learned multiple features from general
objects. The hyperparameters config can be seen in Table 3.

Table 3. Hyperparameter config

Hyperparameter Value
Learning Rate (LR) 0.001

LR decay steps Every 8 steps dropped for 10-1
Optimization SGD
Batch size 8
Epochs 50

Pretrained True
Freeze False

The LR used is the most common and basic value that is widely used in every deep
learning experiment. The learning steps have been tested both on every 8 and 30 epochs
with no significant results changed; therefore, 8 epochs were used as the default for every
model tested. The optimization used is Stochastic Gradient Descent (SGD), since it tends
to work better on similar data between classes. The freeze was set to False so the network
could continue learning new features on top of pretrained from ImageNet.

Using one of the current state-of-the-art architectures for the image classification task,
DenseNet, with a deeper and complex model, it showed more promising results as seen in
Figure 4. Therefore, all of the visual attention methods proposed were tested on DenseNet,

Figure 4. DenseNet training graph
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particularly DenseNet121 during this research. The number of epochs used during training
is 50 as most DenseNet and the proposed variation hit the lowest loss in the middle of
training, in which the checkpoint was used for testing the result of each proposed model.
The method proposed in this research AuxNet uses the result of each block after going

through a 3 × 3 convolution layer with Sigmoid activation function producing the same
tensor size and channel depth before element-wise multiplication with the original block.
The training result of AuxNet can be seen in Figure 5. The result in Table 4 is the
lowest loss checkpoint from validation achieved from each model during the training. Since
AuxNet consists of 4 fully connected layers that are used during backpropagation, it is
natural to have a higher validation loss.

Figure 5. AuxNet training graph

Table 4. Training results

Model name Lowest validation loss
AlexNet 0.9081
DenseNet 0.4467

DenseNet + SE layer 0.8904
AuxNet 2.4875

After training all of the models, all of them ran on testing data which consist of 64
images across all the class. The F1 Score of each model is shown in Table 2, AuxNet has
proved to be able to increase the performance of DenseNet (DenseNet121). As this paper
main contribution is AuxNet a confusion matrix will be used to show a more detailed
performance between the model proposed and the highest second accuracy during the
test model. Using AuxNet extension increases the base DenseNet precision, recall, F1
Score, and accuracy performance as seen in Table 2. More details of the performance of
DenseNet121 and AuxNet can be seen in Tables 5 and 6, respectively.
Referencing from [24, 25], a confusion matrix composed of the binary result from

DenseNet and AuxNet to the ground truth label was conducted. Each prediction was
converted into 1 if it predicted correctly and 0 for the wrong classification. Then the bi-
nary result of both models was compared, if both were 1 then it is True Positive, else vice
versa for True Negative. When both results were different while DenseNet predicted 1, it
was considered False Positive, else False Negative if it was 0.
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Table 5. DenseNet confusion matrix

Prediction

G
ro
u
n
d
tr
u
th

BP BM KM MKM M MM TM
BP 36 0 0 0 0 0 0
BM 0 12 0 0 0 0 0
KM 0 0 86 20 0 31 7
MKM 1 0 0 35 0 0 0
M 2 0 0 0 216 8 2
MM 7 0 8 0 18 358 5
TM 1 0 0 0 10 11 50

Table 6. AuxNet confusion matrix

Prediction

G
ro
u
n
d
tr
u
th

BP BM KM MKM M MM TM
BP 24 0 0 0 0 12 0
BM 0 12 0 0 0 0 0
KM 0 0 127 12 0 5 0
MKM 0 0 12 24 0 0 0
M 0 0 15 0 192 9 12
MM 0 0 11 0 18 367 0
TM 0 0 0 0 13 0 59

5. Conclusion. The attention generated from auxiliary learning could help the model
learn better by outputting what it is being processed in the middle of the network during
backpropagation. With the help of the attention block, the model could also produce a
more focused dot product in which each feature has its important region rather than the
overall features. The extension is able to increase the base model (DenseNet) accuracy,
precision, recall, and F1 Score. The improvement over the DenseNet performance is 2%,
1%, 1%, and 2% respectively on accuracy, precision, recall, and F1 score. In the future,
it is suggested to integrate ALAM on self-attention mechanism in a Visual-Transformers-
based model.
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