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Abstract. A non-photorealistic rendering method to automatically generate checkered-
pattern images from photographic images using Prewitt filter with an expanded window
size has been proposed. Extensions to the conventional method have also been proposed
to generate checkered-pattern images from RGB-D images. In this paper, extending the
conventional methods, a method is proposed to generate checkered-pattern videos from
RGB-D videos. The proposed method uses the forward and backward frames of the depth
and RGB in RGB-D videos separately. Flickering is a problem in non-photorealistic ren-
dering videos, but the proposed method can suppress flicker. Through experiments using
an RGB-D video taken by the authors, the flicker of checkered-pattern videos generated
by the proposed method was evaluated visually and quantitatively.
Keywords: Non-photorealistic rendering, Checkered pattern, RGB-D video, Prewitt
filter, Suppression of flicker

1. Introduction. One of the typical purposes of non-photorealistic rendering (NPR)
method [1, 2, 3, 4, 5, 6, 7, 8] is to simulate drawing techniques such as oil paintings
and watercolors on a computer. There are two advantages to simulating the drawing
techniques on the computer: even people who are not good at drawing can easily draw,
and drawings that are difficult by hand can be done easily and in a short time. The
drawings that are difficult by hand include maze-like images [9], moire-like images [10], and
checkered-pattern images [11]. Maze-like images were generated on the basis of halftone
images calculated using minimum spanning trees, moire-like images were generated by
emphasizing the staircasing effect [12, 13] of bilateral filter [14, 15], and checkered-pattern
images were generated by iterative calculation using Prewitt filter with an expanded
window size.

This paper focuses on checkered-pattern images that are difficult to draw by hand.
Checkered-pattern images are expressed by superimposing checkered patterns like a check-
ered flag on photographic images. Checkered patterns are automatically generated, are
changed the shade of checkered patterns, and are curved according to changes in edges
and shade of photographic images. The conventional method [11] uses photographic im-
ages, and a method of extending it to RGB-D images has also been proposed [16]. By
using RGB-D images instead of photographic images, it has become possible to change
the size of checkered patterns according to the depth.

This paper proposes an NPR method to automatically generate checkered-pattern
videos from RGB-D videos. Flickering is generally a problem in NPR videos [17]. When
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the conventional method [16] is applied to each frame of RGB-D videos to generate
checkered-pattern videos, flicker occurs in the same way. Therefore, when calculating each
frame of checkered-pattern videos, flicker is suppressed by using the forward and back-
ward frames of RGB-D videos. A method has been proposed to suppress flicker by using
the forward and backward frames of RGB videos [18, 19]. Extending the concept of the
conventional method [18, 19], the proposed method uses the forward and backward frames
of the depth and RGB in RGB-D videos separately. This paper can contribute not only
to the field of computer graphics related to NPR but also to the field of image processing
related to filtering. To confirm that the proposed method can generate checkered-pattern
videos with suppressed flicker, experiments were conducted using RGB-D videos taken by
the authors.
This paper is organized as follows: the second section describes the proposed method for

generating checkered-pattern videos from RGB-D videos, the third section shows experi-
mental results and reveals the effectiveness of the proposed method, and the conclusion
of this paper is given in the fourth section.

2. Proposed Method. The proposed method is implemented in three steps: Step 1
calculates the window sizes, which determine the size of checkered patterns according to
the depth, using the forward and backward frames of the depth, Step 2 calculates the
gradients of the gray-scale pixel values obtained from the RGB pixel values of the forward
and backward frames and the window sizes using Prewitt filter with the expanded window
size, and Step 3 converts the RGB videos using the gradients. By repeating Steps 2 and
3, checkered-pattern videos of the proposed method are generated. A flow chart of the
proposed method is shown in Figure 1.

Figure 1. Flow chart of the proposed method

Details of the procedure in Figure 1 are explained below.

Step 0: The input pixel values (R,G,B) and the depths for spatial coordinates (i, j)
in the kth frame of an RGB-D video are defined as fR,i,j,k, fG,i,j,k, fB,i,j,k, and fD,i,j,k,
respectively, where i = 1, 2, . . . , I, j = 1, 2, . . . , J , and k = 1, 2, . . . , K. The pixel
values fR,i,j,k, fG,i,j,k, fB,i,j,k, and fD,i,j,k have value of U gradation from 0 to U − 1.
The depths fD,i,j,k are linearly transformed so that the minimum distance becomes
0 and the maximum distance becomes U − 1. The forward and backward O frames
are used.

Step 1: At each pixel, the window sizes Wi,j,k that determine the size of checkered
patterns according to the depth are calculated using the forward and backward
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frames of the depth in the following equations:

f̄D,i,j,k =

∑k+O

n=k−O fD,i,j,n

2O + 1
(1)

Wi,j,k = Wmin +
(Wmax −Wmin)

(

f̄D,i,j,k − f̄D,k,min

)

f̄D,k,max − f̄D,k,min

(2)

where n is the position in forward and backward frames, f̄D,k,min and f̄D,k,max are
respectively the minimum and maximum values in the average depths f̄D,i,j,k, and
Wmin and Wmax are respectively the minimum and maximum window sizes set by
the user. The larger the values of the depths fD,i,j,k, the smaller the size of checkered
patterns.

Step 2: The pixel values of the image at the tth iteration number are defined as f
(t)
R,i,j,k,

f
(t)
G,i,j,k, and f

(t)
B,i,j,k, where f

(0)
R,i,j,k = fR,i,j,k, f

(0)
G,i,j,k = fG,i,j,k, and f

(0)
B,i,j,k = fB,i,j,k. The

gray-scale pixel values f
(t)
i,j,k are calculated in the following equation:

f
(t)
i,j,k =

∑k+O

n=k−O

(

f
(t−1)
R,i,j,n + f

(t−1)
G,i,j,n + f

(t−1)
B,i,j,n

)

6O + 3
(3)

The gradients of the pixel values g
(t)
x,i,j,k and g

(t)
y,i,j,k are calculated using Prewitt filter

with the expanded window in the following equations:

g
(t)
x′,i,j,k =

j+Wi,j,k
∑

m=j−Wi,j,k

(

f
(t)
i−Wi,j,k,m,k − f

(t)
i+Wi,j,k,m,k

)

(4)

g
(t)
y′,i,j,k =

i+Wi,j,k
∑

l=i−Wi,j,k

(

f
(t)
l,j−Wi,j,k,k

− f
(t)
l,j+Wi,j,k,k

)

(5)

g
(t)
i,j,k =

√

g
(t)
x′,i,j,k

2
+ g

(t)
y′,i,j,k

2
(6)

g
(t)
x,i,j,k =

g
(t)
x′,i,j,k

g
(t)
i,j,k

(7)

g
(t)
y,i,j,k =

g
(t)
y′,i,j,k

g
(t)
i,j,k

(8)

where l and m are the positions in the window.

Step 3: The output pixel values f
(t)
R,i,j,k, f

(t)
G,i,j,k, and f

(t)
B,i,j,k are calculated using the

gradients of the pixel values g
(t)
x,i,j,k and g

(t)
y,i,j,k in the following equations:

f
(t)
R,i,j,k =

{

fR,i,j,k + ag
(t)
x,i,j,k (t%2 = 0)

fR,i,j,k + ag
(t)
y,i,j,k (t%2 = 1)

(9)

f
(t)
G,i,j,k =

{

fG,i,j,k + ag
(t)
x,i,j,k (t%2 = 0)

fG,i,j,k + ag
(t)
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(10)

f
(t)
B,i,j,k =

{

fB,i,j,k + ag
(t)
x,i,j,k (t%2 = 0)

fB,i,j,k + ag
(t)
y,i,j,k (t%2 = 1)
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where a is a positive constant, and the notation % represents the remainder opera-

tion. If f
(t)
R,i,j,k is less than 0, then f

(t)
R,i,j,k must be set to 0, and if f

(t)
R,i,j,k is greater

than U − 1, then f
(t)
R,i,j,k must be set to U − 1. If f

(t)
G,i,j,k is less than 0, then f

(t)
G,i,j,k

must be set to 0, and if f
(t)
G,i,j,k is greater than U − 1, then f

(t)
G,i,j,k must be set to

U − 1. If f
(t)
B,i,j,k is less than 0, then f

(t)
B,i,j,k must be set to 0, and if f

(t)
B,i,j,k is greater

than U − 1, then f
(t)
B,i,j,k must be set to U − 1.

The process of Steps 2 and 3 is repeated T times, and a video composed of the

pixel values f
(T )
R,i,j,k, f

(T )
G,i,j,k, and f

(T )
B,i,j,k is the checkered-pattern video.

3. Experiments. Experiments were conducted using an RGB-D video which consists of
440 frames, 49 frames/second, 320∗180 pixels, and 256 gradations. The RGB-D video was
shot using ZED stereo camera to capture a scene of a man moving indoor. The farthest
distance from the camera was 5.987 meters. The RGB and depth images at the 1st, 40th,
80th, 120th, 160th, 200th, 240th, 280th, 320th, 360th, 400th, and 440th frames of the
RGB-D videos are shown in Figures 2 and 3, respectively. In reference to [11, 16], the
values of the parameters Wmin, Wmax, a, and T used in all experiments were set to 2, 4, 60,
and 40, respectively. Hereinafter, the checkered-pattern video generated by the proposed
method under the above conditions is referred to as a proposed checkered-pattern video,
and the checkered-pattern video generated by applying the conventional method [16] to
each frame of the RGB-D video under the above conditions is referred to as a conventional
checkered-pattern video.

(a) 1st (b) 40th (c) 80th (d) 120th

(e) 160th (f) 200th (g) 240th (h) 280th

(i) 320th (j) 360th (k) 400th (l) 440th

Figure 2. RGB images

The proposed and conventional checkered-pattern videos were visually evaluated. The
proposed checkered-pattern video was generated with the value of the parameter O set
to 2. The conventional checkered-pattern video had many flickers. On the other hand,
in the proposed video, flicker was suppressed, and the movement of checkered patterns
was smooth. As an example, the proposed and conventional checkered-pattern images of
the 350th and 351st adjacent frames are shown in Figures 4 and 5, respectively. From
Figures 4 and 5 (especially, it is easy to understand if you look at the upper left and the
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(a) 1st (b) 40th (c) 80th (d) 120th

(e) 160th (f) 200th (g) 240th (h) 280th

(i) 320th (j) 360th (k) 400th (l) 440th

Figure 3. Depth images

(a) 350th (b) 351st

Figure 4. Proposed checkered-pattern images

(a) 350th (b) 351st

Figure 5. Conventional checkered-pattern images

bottom right of the figure), the proposed checkered patterns changed less between the two
adjacent frames than the conventional checkered patterns. This means that the proposed
checkered-pattern video has less flicker than the conventional checkered-pattern video.
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The proposed and conventional checkered-pattern videos were quantitatively evaluated.
The averages of the absolute values of the differences between the pixel values between
adjacent frames (hereinafter, frame difference averages) were calculated, and the average
of the frame difference averages of all frames (hereinafter, all frame difference average)
was calculated. The all frame difference average P is calculated by the following equation.

P =

∑K−1
k=1

∑I

i=1

∑J

j=1

∣

∣

∣

f
(T )
R,i,j,k

−f
(T )
R,i,j,k+1

∣

∣

∣

+
∣

∣

∣

f
(T )
G,i,j,k

−f
(T )
G,i,j,k+1

∣

∣

∣

+
∣

∣

∣

f
(T )
B,i,j,k

−f
(T )
B,i,j,k+1

∣

∣

∣

3

K − 1
(12)

It is judged that the smaller the all frame difference average, the less the flicker of
checkered-pattern videos. The all frame difference averages of the proposed and conven-
tional checkered-pattern videos are shown in Tables 1 and 2, respectively. The proposed
checkered-pattern videos were generated by changing the value of the parameter O to 1,
2, 3, and 4. The proposed checkered-pattern videos had smaller all frame difference aver-
ages than the conventional checkered-pattern video. More specifically, all frame difference
averages of the proposed checkered-pattern videos were roughly 15% to 26% of that of the
conventional checkered-pattern video. Therefore, the proposed checkered-pattern video
had less flicker than the conventional checkered-pattern video. In addition, the larger the
number of the forward and backward used, the smaller the all frame difference averages,
and the changes in the all frame difference averages after the value of O was 2 were smaller
than the change in the all frame difference averages when the values of O were 1 and 2.
Therefore, it is considered that the value of O should be greater than 2 and need not be
so large.

Table 1. All frame difference averages of the proposed checkered-pattern videos

O All frame difference average

1 201550.087
2 130646.095
3 125628.731
4 116024.617

Table 2. All frame difference average of the conventional checkered-
pattern video

All frame difference average

771243.347

4. Conclusions. This paper proposed an NPR method to automatically generate check-
ered-pattern videos from RGB-D videos. When calculating each frame of checkered-
pattern videos, flicker was suppressed by using the forward and backward frames of
RGB-D videos. Through experiments using an RGB-D video taken by the authors, the
appearance of checkered-pattern videos generated by the proposed method was evaluated
visually and quantitatively. As a result of the experiments, it was found that the proposed
method can suppress flicker.
The future task is to apply the proposed method to more RGB-D videos, although this

paper applied the proposed method to one type of RGB-D video. Another future task is
to further elaborate the proposed method.
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