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ABSTRACT. Clustering is the process of assembling abstract objects that share alike char-
acteristics. Clustering has been commonly used in several arenas such as market research,
pattern recognition, data analysis, and image processing. Document clustering is also
called text clustering, an extension to traditional clustering used to analyze textual docu-
ments. It has been widely used in automatic topic extraction, and filtering, etc. Off late,
it has also been used in Natural Language Processing (NLP) as a tool for the usual di-
vision of text documents into dissimilar categories so that documents with the identical
category will have high resemblance to those within different categories. Document clus-
tering has been effectively used in several fields, such as mining web data, web searching,
information retrieval, and Topological Data Analysis (TDA). Lately, some studies have
used document clustering to understand the social behavior of social media users based on
their posts. In this study, we recommend a clustering method that is used to find clusters
from high-dimensional data using subspace clustering. The algorithm’s efficacy is verified
by experimental studies conducted on a real-life data from UCI Machine Repository.
Keywords: Subspace clustering, Text documents, Dense cells, Density-based clustering,
High-dimensional data

1. Introduction. Clustering [1] is an unsupervised approach to categorizing patterns
into groups, and intends to classify the data into similar groups. In the machine learn-
ing and database communities, clustering is frequently employed. Its usage is increasing
rapidly, such as fault finding, anomaly or outlier detection, and hacker identification [2-7].
Accordingly, it was applied in text mining, social media data or any other e-publications
analysis. Most of the contents in social media or e-publications are either semi-structured
or unstructured and are available in electronic form, and they require efficient method-
ology for analysis. An efficient document clustering algorithm can be employed for these
purposes.

Document clustering [8] may be a useful tool for the analysis of electronic text data.
With an unlabeled document collection, document clustering can be useful to classify
the collection based on certain conditions. Initially, information retrieval activities used
document clustering. However, most recently, social media data analysis has attracted the
attention of researchers. The authors of [8] did a comparison study of various document
clustering methodologies.

Text datasets are growing at very high speeds owing to the growing of volume of in-
formation in the electronic form, such as e-publications, email, and World Wide Web.
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Until now, researchers engrossed on structured data. However, text datasets are either
unstructured or semi-structured; thus, mining such datasets can be the most challenging
task. In [9], the authors analyzed some well-known swarm intelligence algorithms with
k-means algorithm for the clustering of text document. Another important aspect of text
datasets is the dimension of the datasets. Text mining problem and its applications in
social media were extensively addressed in [10,11]. In most of the aforesaid works, the un-
derlying datasets are either semi-structured or un-structured. In such datasets, the trivial
clustering method does not work. Also, as the dataset size increases, the dimension of the
dataset also increases proportionately. Therefore, finding clusters from high-dimensional
text document data can be an interesting research area.

One approach to tackling this issue is to convert the dataset into a high-dimensional
dataset, where a vector in a high-dimensional data [12] represents a document, which can
be expressed with respect to frequencies of the rest of the terms within that document.
Then, the clusters of any projections of space [12] can be extracted. This will give us
clusters in a subspace of high-dimensional space, which can be used to distinguish between
dense and sparse regions in the lower-dimensional realm.

We mentioned that a document is a vector of the leftover term’s frequencies inside it
and is represented by a point in a high-dimensional space. As we know that the com-
plexity of any clustering algorithm increases proportionately with an increase in space
dimensions, the clustering high-dimensional data is a bit challenging. One way to address
this problem is to allow the users to specify the subspace for clustering [13], which would
reduce the dimension of clusters. However, user identification of the subspace is not free
from errors. Another method to tackle this problem is the use of Principal Component
Analysis (PCA) or Kerhunen-Loeve (K-L) transformation [14,15]. Although the methods
successfully reduced the dimensions, the new dimensions could not be interpreted simply.
In addition, these techniques may not be useful for the detection of clusters inside different
subspaces of the same space.

In this work, an algorithm is proposed which addresses the aforesaid issues efficiently.
Our approach is a density-based approach that spontaneously discovers subspaces with
high-density. This method is discussed briefly below.

Here, we are interested in identifying subspace from a high-dimensional dataset for
improved clustering of data points compared to the original dataset. We employ the
density-based algorithm, where a cluster would be a region of high-density. We partition
the space into a couple of cells and calculate the amount of data points inside the cell.
This could be done by splitting each dimension into equal, identically spaced intervals.
Obviously, every cell will have a constant volume, so the total points belonging to a cell
would be utilized to estimate the cell density. After obtaining the appropriate subspaces,
clusters are discovered in the corresponding subspace. The valley of the density function
separates the data points. The clusters can be considered as the union of connected high-
density cells [12] inside a subspace. To simplify their explanations, we restrict the clusters
to axis-aligned hyper-rectangles [12].

Each cell in a subspace of dimension k is the intersection of inequalities, as it is the
intersection of 2k-axis-aligned half-spaces characterized by k, 1-dimensional intervals. Ac-
cordingly, a cluster is described with Disjunctive Normal Form (DNF) expressions, as it
is the union of the above-mentioned cells. By using a cover with the least amount of
maximal, probably overlapping rectangles and then expressing the cluster as a union of
such rectangles, a compact description of the cluster is obtained.

The algorithm discussed produces cluster descriptions such as DNF expression. It also
tries to produce minimal descriptions for the simplicity of comprehension. The rest of this
article is organized as follows. The most recent advancements in this area are covered in
Section 2. The problem statement and preliminaries are presented in Section 3. Section
4 presents the proposed algorithm along with a flowchart. In Section 5, the complexity



ICIC EXPRESS LETTERS, VOL.17, NO.12, 2023 1407

analysis is presented. Section 6 presents the experimental analysis. Finally, in Section 7,
we conclude the article with conclusions and directions for further research.

2. Related Works. Text in electronic form has become a vital part of day-to-day life as
the volume is growing rapidly. Nowadays, many people have started using soft materials
instead of hard materials, as most of the literature is published on different digital plat-
forms and can be downloaded at any time from any place. Therefore, the amount of data
piling up in various digital platforms is rapidly increasing. The difficulty is to mine such
an enormous amount of data and draw inferences. This can be achieved using various data
mining techniques [1]. Data clustering [1] is one such important data mining approach-
es applied in many fields. Mazarbhuiya et al. [2] proposed an agglomerative hierarchical
algorithm for the anomaly detection in network data. In [3], the authors presented a hy-
brid clustering approach for the analysis of network data. In [4], the authors proposed a
modified density-based algorithm for the analysis of time-series data. A clustering-based
approach for the analysis of real-time data is proposed by Habeeb et al. [5]. Similar works
were reported in [6,7].

In [10], an extensive study was conducted on various text mining on the social web.
Using an optimized k-means algorithm [16], an algorithm for clustering social media data
was proposed. In [17], the authors proposed a method that increases the search engines
capacity for handling big data searching efficiently. In [18], the author suggested a tech-
nique for clustering high-dimensional data. In [19], a different method was presented for
finding high-density clusters in a projection of high-dimensional data. In [12], the authors
proposed an algorithm called CLIQUE, which automatically identifies high-density clus-
ters in a projection. A new Sparse Subspace Clustering (SSC)-based community detection
method for social network members was proposed in [20]. In [21], the authors presented
a subspace clustering method that uses orderly relationships as a constraint to learn an
orderly representation. The authors of [22] proposed an approach to handle the result-
ing optimization problem based on an augmented Lagrangian multiplier with alternating
direction minimization.

In [23], the authors put forward a technique for the automatic discovery of a circle of
friends on mobile data using combined clustering techniques. In [24], the authors present-
ed an algorithm called SUBSCALE for subspace clustering with minimal cost. In [25], the
authors proposed a method that can discover clusters in various subspaces in a single pass
over a data stream. In [26], the authors suggested a subspace clustering framework that
measures the local likelihood of samples in the same subspace and finds the global likeli-
hood sample patterns for the manifold data types, thus broadly finding the heterogeneity
of samples.

In [27], authors discussed about different existing metaheuristic machine learning al-
gorithms that have already been used for several exciting research problems of social
networks and big data. In [28], the authors demonstrated a neural network analysis of
social network data which can be helpful for conducting interviews. In [29], the authors
proposed a big data based technology for the classification of social media accounts. In
[30], the authors studied data mining, recommender system, pattern recognition, etc.,
and suggested that pattern recognition can be applied as a classification tool for mining
and classifying patterns. In [31], the authors proposed a machine learning approach to
estimate whether and what magnitude well-known clustering algorithms are appropriate
for the patterns recognition in multi-dimensional communication data. In [32], the au-
thors proposed an approach to describe behavior of users by their association with the
enterprise social media. In [33], a clustering-based manifold collaborative approach was
used within social organizations to understand varied supervision in social organizations
and increase the consequence of the concern pattern recognition.



1408 M. SHENIFY AND F. A. MAZARBHUIYA

3. Problem Statement and Preliminaries. We briefly go through the terminologies,
definitions, and notations utilized in this method in this part.

3.1. Definitions and notations associated to documents clustering. The docu-
ments in the soft form were input for the mining process. Clustering such documents
would help us in many ways, such as information retrieval, topic extraction, and doc-
ument organization, in the analysis data of different digital platforms. As most of the
contents of different digital platforms are not structured, they need to be preprocessed.

Any document d is a finite list consisting of the elements (w, n), where w is a keyword
and n is the number of times w has occurred in d. If W is the collection of distinct keywords
occurring in the documents such that |W| = m. Additionally, W = {w, wa, w3, ..., wy,}
appeared in some order. Any document d is written as (ny,ng,ns,...,n,;,), where n; is
the number of times w; has occurred in d. Also, n; = 0 for d if w; is absent in d.

3.2. Definitions and notations associated to subspace clustering. Here, we are
interested in clustering documents that are contents of text available in any digital plat-
form. Each document is characterized by a vector in an n-dimensional space, that is, an
n-dimensional point. As we employ a density-based methodology, a cluster would be a
region with a higher point density.

For the computation of density, the cells are created from the data space by partitioning
it, and the number of points within the cells is computed. This is done by dividing all
dimensions into equal numbers of identical length intervals. Therefore, points within a
cell can be used to estimate the cell density.

After finding a suitable subspace, the job is to discover clusters in the corresponding
projection. The valleys of the density functions separate the data points. The unions of
connected high-density cells in a subspace are clusters. For simplification of the descrip-
tions of clusters, we limit them as hyper rectangles that are axis-aligned.

Every cell in a subspace of dimension n is expressed as a conjunction of inequalities, as
they are the intersection of 2n axis aligned half-spaces characterized by n, 1-dimensinal
intervals. As a cluster is the union of aforesaid cells, it may be expressed as a Disjunctive
Normal Form expression. A compact description can be found by placing a cover over a
cluster with the least amount of maximal, possibly overlapping rectangles, and expressing
the cluster as a union of such rectangles. Below, we discuss the terminology related to
subspace clustering.

Let R = {R1, Ra,..., Ry} be a collection of bounded, totally ordered domains, and
S =Ry X Ry X --- X Ry is a d-dimensional space where Ry, Rs, ..., R; are dimensions of
S.

The input consists of a set of d-dimensional points D = {d,ds,...,d,}, where each
d; is a document represented by a d-dimensional vector, d; = {d;1,d;s, ..., d;q}, and the
jth component of d; is taken from domain R;. We divide S into non-overlapping cells
by dividing each dimension into ¢ amounts of the same length intervals. Each cell ¢ =
{c1,¢a,...,cq} is the intersection of intervals one from each dimension, where ¢; = [l;,7;).
We say that a document d = {d;,ds,...,ds} is in cell cif [; < d; < r;.

Density of cell ¢ is the fraction of total documents present in it. Similarly, ¢ is said
to be dense if its density is more than or equal to a predetermined threshold 6 (input
parameter).

Similarly, we define the cells in each subspace of the given space of dimension d. We
express a projection of dataset D as Ay X Ay X -+ X Ay, k< d, t; <tjiti <j. Acell
in a projection is the intersection of intervals one from each k-dimension.

Any cluster can be considered as a maximal set of connected dense cells in k-dimensions.
Two cells of dimension k say ¢; and ¢y are said to be connected if there is a common
face between or there is another cell ¢3 that is connected to both ¢; and cy. The cells
c1 = {rua, e, ... ru} and ¢ = {rjy, 759, ..., 7}t have a common face if there exist k — 1
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dimensions such as Ay x A X -+ - X Ay,_q, such that r; = rgj and kth intervals will have
a common side.

A k-dimensional region is an axis-aligned rectangular set of dimensions k. Here, our
interest lies in those particular regions that could be represented as the union of cells and
also expressed as a DNF expression on intervals of the domain A;.

A region R is said to be contained in C' (cluster) if RNC = R, and R is called maximal
if C' contains no proper subset of R. The cluster’s minimal description is considered as a
non-redundant cover with a maximal region.

4. Proposed Algorithm. The clustering of documents consists of the following steps:

1) Conversion of datasets into n-dimensional space;
2) Identification of subspaces containing clusters;
3) Finding of clusters;

4) Generation of minimal description of clusters.

At the beginning of the process, each document is converted into a vector with com-
ponents as the frequencies of keywords. We assume that the keywords are arranged in
a predefined order. If there are n keywords, then each document will be represented by
n-dimensional vectors.

The method of finding subspaces is quite similar to the A priori [34,35] used for mining
frequent itemsets. Thus, the algorithm for subspace identification is a level-wise process
similar to that in [34,35]. First, it determines all the dense cells of dimension 1 by scanning
the data. After determining the dense cells of dimension (k— 1), the candidate dense cells
of dimension k are determined by the method discussed below. A dataset scan is made to
find those dense candidate cells using a threshold € [the definition of dense cell is given in
Section 3|. The algorithm stops when a particular level is found to be empty or no more
candidate is generated.

The candidate generation procedure takes as an input the set of all (K — 1)-dimensional
dense cells, Dy_1, and returns the candidate k-dimensional cells. Assuming < represents
the lexicographic ordering of the dimensions, we join Djy_; using conditions that first
(k — 2)-dimensions of the cells must be the same. If ¢ - @; is the ith dimension of cells ¢
and c¢ - [l;, h;), then the corresponding interval of ¢ in the dimension. The pseudo-code is
as follows:

Gen-candidate (Dy_1c1, Di_1¢2)
insert into CY,

select ¢1-[l1, hy), c1-[la, he), ... c1-[lg—1, hk—1), Co- [lgk—1, hg—1) from two (k—1)-dimensional
cells Dy_1c1, Di_1c9
where ¢1-a; = co-a;, ¢c1-l; =co-l, co-hy =co-hy; i =1,2,... k=2, and ¢1-ap_1 < Co-ap_1

After candidate generation, it is required to make the algorithm faster. One way to
minimize the number of passes is by pruning uninteresting candidates.

To find interesting subspaces and hence dense cells, the minimal description length
principle [39] can be used. The basic idea of the minimal description length principle is
to encode the input data under a given model and select the encoding that minimizes the
code length. We assume that the given subspaces are S7, Sy, and .S,,. The pruning method
first groups the dense cells that belong to the same subspace. Then, for each subspace, the
data fraction that is covered by dense cells is computed. xS; = ) es,count(c;), where
count(c;) is the number of points that belongs to ¢;, is the coverage of subspace S;. The
subspaces with maximum coverage were selected, and rests would be pruned.

After finding the subspaces, it is necessary to identify clusters in the subspaces. The
algorithm for discovering clusters is similar to that discussed in [12], which is known as
CLIQUE. The input to the algorithm is the set of dense cells D from the same space S of
dimension k. The output of this is the partition of D into D', D?, ..., D% such that each
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cell of D; is connected and no two cells ¢; € D;, ¢; € D; with ¢ # j are connected. Each
of these partitions is a cluster.

The problem of finding clusters is equivalent to the finding of connected components in a
graph. In this notion, the dense cells are considered as nodes, and there is an edge between
the nodes if the corresponding dense cells have common faces. Using the edge connectivity
of the connected component and thus connected dense cells [the connectedness of cells is
defined in Section 3] can be found. One connected component represents a cluster, as all
the dense cells belonging to it are connected. Equivalently, the dense cells belonging to
two different connected components are not connected, and hence they cannot belong to
the same cluster. In fact, they were in two different clusters.

A depth-first-search algorithm [37] can be applied to find the connected component in
a graph. Starting with a cell ¢ € D, and assigning it as a first cluster member, we try to
find all the cells connected to it. Then, if there are still unvisited cells in D, we find one
and repeat the process. The pseudo-code of the algorithm is written as follows:
input: starting ¢ = {[l;, h;);i = 1,2, ..., k} cluster number n

dfs(c, n)
c-num=n
for (i = 1;0 < kyi++)

d=={[l,,),...,[I,h), ..., [lk, hx)} // examine the left neighbor of ¢ in dimension a;
if (c! is dense) and (c' - num is undefined)

dfs(ct, n)
¢ ==A{[li,h1),.... [I[,h]), ..., [lg, hx)} // examine the left neighbor of ¢ in dimension a;
if (¢" is dense) and (c" - num is undefined)

dfs(c", n)
end

As the clusters are the maximal set of cells in any subspace of the original space that are
connected, they can be computed using the connectedness property of the cells [the con-
nectedness of cells is defined in Section 3|. Taking the union of such connected cells, axis-
parallel k-dimensional regions are computed, which are then expressed as DNF expression
on intervals. Finally, the minimal description of the clusters was computed. The input to
this step is the clusters that are in the form of a set of disjoint-connected cells of dimen-
sion k belonging to the same subspace. Our aim was to produce a concise description of
it. For this purpose, the cells of the clusters are covered by the smallest number of regions.
To do so, we followed two steps. First, we covered the cluster with a set of maximal regions.
After this, we remove the redundant regions, which will give us a minimal cover. The
method supplies the set of clusters S in a k-dimensional space, where each cluster is
expressed by DNF. The flowchart of the algorithm is given in Figure 1.

5. Complexity Analysis. The running cost for converting a document to a vector is
O(n), where n is the total number of keywords. Therefore, the cost of converting the text
dataset to n-dimensional space is O(m - n), where m is the total number of documents in
the dataset. If a cell is dense, its projections in a subset of k-dimension are also dense. Ob-
viously, there is O(Qk) different projections. The algorithm has to make k pass over the
dataset. The time complexity of identification of subspaces is 0(2’f +m - k) For finding
clusters, the algorithm needs to check 2k neighbors of each dense cell to find connected
cells. If total number of dense cell in the subspace is p (p < m), the running time is
O(2p-k) = O(p- k). For, finding minimal cover descriptions, we need to cover the clusters
with maximal regions (rectangles), and then discard the redundant regions which require
the computational cost of O(2¢?) = O(c?), where ¢ is the number of clusters covered by
R. Therefore, the worst-case time complexity of the algorithm is O(2" +m -k +p-k+c?)
= 0O(2").
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FiGURE 1. Flowchart of the algorithm

6. Experimental Analysis and Discussions. For conducting experiment here, we em-
ployed a dataset named bag of words [38] available on the UCI Machine Repository. The
dataset contained five text collections in the form of bags of words. A detailed description
of the dataset is given in Table 1.

TABLE 1. Dataset

Dataset Datase_t ) Attnbu_t e. Number of instances |Number of attributes
characteristic|characteristic
Bag of words Text Integer 8000000 100000

The experiments were run on an Intel Core 7i machine with a CPU, 8 GB RAM with
an MS-Windows 2010 64-bit OS. Two randomly selected samples of different sizes of
instances and attributes of dataset are taken. The dimensions of the clusters and the
input cluster numbers are assumed to be constant (100). Then, we run our method and
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [39] with the
above dataset, and the results of the execution are recorded. The obtained results are
presented in Tables 2 and 3.
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TABLE 2. Size of instances vs. No. of clusters

Sizes of data | Cluster’s dimension Inpr;lfnfll)ﬁter Célgggzgy p?;;itsz; I};}; ttklll(f q
100000 100 100 100 100
300000 100 100 100 133
500000 100 100 110 185
800000 100 100 136 256

TABLE 3. Size of attributes vs. No. of clusters

Attribute of data|Cluster’s dimension Inpnlicnil;éiter CglgégSA;y pS;;ZZir(? Ef; tt}llloe q
100 100 100 100 100
1000 100 100 100 137
10000 100 100 123 170
100000 100 100 141 255

While running the algorithms, we first randomly selected different sizes of the dataset,
i.e., 100000, 300000, 500000 and 800000, keeping the dimensions (attributes) of the
dataset, the dimension of input clusters, and the numbers of input clusters are con-
stant. We observe that our algorithm can extract more hidden clusters that cannot be
extracted by DBSCAN [39]. The observations are presented in Table 2. Next, we performed
a similar experiment by randomly choosing the different dimensions of the datasets while
keeping other parameters constant. We make a similar observation in this case, also that
our method gives more clusters than DBSCAN [39]. The observations are presented in
Table 3. The results are shown in Figures 2 and 3.

300
250
200
150
100

Number of Clusters

100000

300000 500000
Size of Instances

800000

B Clusters found by DBSCAN

B Clusters found by our method

FIGURE 2. Size of instances vs No. of clusters

It is perceived from Table 2 and Figure 2, that if the size of the dataset increases,
keeping the cluster’s attribute or dimension and input clusters constant, the proposed al-
gorithm gives comparatively more clusters than the DBSCAN. Similarly, if the dimension
increases, keeping the dataset size and input clusters constant, the proposed algorithm
gives comparatively more clusters than the DBSCAN [39]. So from the above obtained
results, the following observations can be made.
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FIGURE 3. Size of attributes vs No. of clusters

e The clusters obtained by the proposed algorithm are more representative to the
datasets.

e The clusters give more information about the digital or e-contents which can be
easily expressed.

7. Conclusions and Lines for Future Works. In this article, an algorithm is discussed
for clustering of documents. As the documents are semi-structured or unstructured and
available in electronic form, we need to preprocess them to remove noise and undesirable
contents. First, the data are converted to points in a high-dimensional space where the
dimensions of the space are determined by the number of keywords. Then, an algorithm
is applied to finding clusters in the subspace of the aforementioned space. The algorithm
follows a density-based approach. The domain is partitioned into a given number (input
parameter) of cells by dividing each dimension into equal amounts of non-overlapping
intervals of the identical length. Obviously, each cell intersects one interval from one
dimension. Then, each cell’s density is computed by using the number of documents
(or points) belonging to the corresponding cell using a user-specified input parameter.
Similarly, the cell in each projection of the original n-dimensional space was specified.
Using the above method, we identify a subspace that can contain clusters. Then using
the DFS (Depth First Search) approach, the clusters in the subspace are found, where
each cluster is a collection of connected dense cells that are maximal. These collections of
connected cells are then expressed as DNF expressions. Then, a brief description of clusters
is given by covering them with minimal non-redundant regions. Finally, a comparative
study of the algorithm was performed using DBSCAN [39] with a real-life dataset available
in the UCI machine repository, which clearly establishes the efficacy of the method in
comparison to DBSCAN [39].

The following directions may be followed for future work.

e Approaches other than the aforesaid can be explored.

e Fuzzy clustering approach can be employed to deal with uncertainty or imprecision

inherent in the datasets.
e Efficient algorithm can be designed to find dynamic document clusters.
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