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ABSTRACT. Aiming at the problem that the existing algorithm for classifying the dif-
ficulty of knowledge points fails to consider the learning patterns implicit in learners’
interactive behavior, a knowledge point difficulty clustering algorithm based on multidi-
mensional time series data and maximum frequent subgraph is proposed. The algorithm,
based on the learner’s multiple interactive behaviors in online learning, first constructs
individual directed learning path graphs through the learner’s time-series behavior, then
mines the maximum frequent subgraphs in the directed learning path graph set, and fi-
nally measures the similarity of knowledge point difficulty based on student-system inter-
action by combining the maximum frequent subgraphs and the degree of student-system
interaction. Second, a knowledge point difficulty similarity model based on interpersonal
interaction is proposed to measure the similarity of knowledge point difficulty based on
student-teacher interaction and student-student interaction. Finally, based on the three
similarities of knowledge point difficulty, the spectral clustering algorithm is used to clas-
sify the difficulty of knowledge points. The experiments on real datasets show that the
proposed algorithm has better knowledge point difficulty classification results than the ex-
isting methods.

Keywords: Multidimensional interactive behavior, Directed learning path graph, Spec-
tral clustering, Maximum frequent subgraph, Knowledge point difficulty

1. Introduction. With the combination and development of “Internet + education”,
online teaching has become an important teaching mode at present [1]. However, teach-
ers and students are physically separated in an online learning environment, so teachers
cannot intuitively sense students’ learning states as they do in offline education and fail
to understand the knowledge difficulties encountered by learners in the online learning
process. Although teachers may estimate the difficulty of knowledge points based on their
own teaching experience, some research has shown that it is difficult for teachers to ac-
curately differentiate the difficulty of knowledge points for learners [2]. In the course
of online learning, learners generate a large amount of interactive behavior data stored
by online learning systems. [3] summarized online interactive behaviors into three types:
student-system interaction, student-teacher interaction, and student-student interaction,
and these behaviors reveal the process of learners’ online learning [4]. Li et al. [5] analyzed
learners’ video interaction behaviors and found that actions like frequent pausing, skip-
ping, re-watching, and lower playback speed indicated that the video would be difficult
to learn. Brinton et al. [6] analyzed the temporal sequences of learners’ video watching
behaviors and extracted repetitive subsequences from them to identify repetitive viewing
behaviors and found that subsequences were significantly correlated with learning effects.
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[7] indicated that learners benefit from increased interaction with other learners to under-
stand difficult questions. Therefore, we can use a data-driven mechanism to determine the
difficulty level of knowledge points and then provide it to teachers to help them understand
the difficulty of knowledge points for learners in a timely manner and improve teaching
efficiency. There is little research work on knowledge point difficulty clustering or classi-
fication based on learners’ interactive activities. Zhang et al. [8] proposed a personalized
MOOC video classification method based on cluster analysis and process mining, which
clusters students by their test scores, uses process mining techniques to mine the process
models of each student cluster based on their learning behavior, and finally measures
the difficulty and importance of MOOC videos based on the process structure. Zhang et
al. [9] proposed a difficulty-based clustering method for SPOC videos, which uses the Sim-
Rank++ algorithm to calculate the difficulty similarity between two videos, and then uses
a spectral clustering algorithm to achieve SPOC video difficulty clustering. The above
algorithms investigate the mapping model between video difficulty and learning behavior,
but they ignore the mechanism of the intrinsic association between multiple interactive
behaviors of learners and the difficulty of knowledge points.

Based on the above analysis, we measure the similarity of the difficulty between any two
knowledge points by considering multiple interactive behaviors of learners (student-system
interaction, student-teacher interaction, and student-student interaction), and different
knowledge point difficulty similarity models are proposed according to different interactive
behaviors, which makes the knowledge point difficulty classification better.

The rest of the paper is organized as follows. Section 2 introduces the relevant def-
initions of the algorithm. Section 3 proposes a knowledge point difficulty clustering al-
gorithm based on multidimensional time series data and maximum frequent subgraph.
Section 4 provides a comparative analysis of various experimental results to evaluate the
performance of the proposed algorithm. Section 5 concludes the work and looks ahead.

2. Related Definitions. In this section, the relevant definitions and computational
methods of the proposed algorithm are described, and some of the definitions are an-
alyzed and illustrated.

Definition 2.1. The degree of student-system interaction. It refers to the degree
of engagement of the student in watching the knowledge point videos [3]. Teachers pub-
lish knowledge point videos on the online platform for students to study. Fach knowledge
point video contains one knowledge point in this paper. We extract features from students’
behavior when they watch knowledge point videos to portray the degree of student-system
interaction as follows:

SCyi = )\1 X fscu,i + >\2 X tscuyi + )\3 X pscu,i (1)

where fy,, indicates the frequency of student u studying knowledge point i in student-
system interaction. t., , represents the duration of student u studying knowledge point
i in student-system interaction. ps.,, indicates the frequency of pausing and dragging of
student u studying knowledge point i in student-system interaction. According to [10], the
best portrayal of the degree of student-system interaction is obtained when (A1, Ay, A3) =
(1,5,4). Then the student-system interaction degree matriz SC' = [scy ] of students
can be obtained.

mxn

Definition 2.2. The degree of student-teacher interaction. It refers to the degree
to which students communicate knowledge points with the teacher by text during the on-
line learning process [3] and is portrayed by the frequency and duration of interaction in

student-teacher interactive behaviors. The degree of student-teacher interaction is shown
in Formula (2):
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Stui = Nstyi X Sftu,
ot (2)

max { e, ,, bstass - bsts |

where ty, , indicates the duration of student-teacher interaction of student u to knowledge
point i. Ny, , denotes the normalized ty, . fs,, indicates the frequency of student-teacher
interaction of student u to knowledge point ©. The student-teacher interaction degree ma-
triz ST = [sty;) ... of students can be obtained.

nStu,i =

xXn

Definition 2.3. The degree of student-student interaction. It refers to the degree
of engagement between students in communicating about knowledge points through the
text [3] and is portrayed by the frequency and duration of interaction in student-student
interactive behaviors. The degree of student-student interaction is shown in Formula (3).

m—1
Zv:l nssuv,i X fssuv,i
m—1

cu £ v
t 3)

SSyv,i

max {tssul’i,tssuw, . ,tssum,}

where f,,, represents the frequency of interaction between student u and student v to
knowledge point i. m denotes the number of students. t,,, indicates the duration of
interaction between student u and student v to knowledge point ©. The degree of student-
student interaction matriz SS = [s8,.] of students can be obtained.

Ssu,i =

nssuv,i =

mxn

Definition 2.4. Directed learning path graph. The directed learning path graph is
generated based on the time sequence (vy,vs,...,v,) formed by the learner watching the
knowledge point video. We define the directed learning path graph of learner v as G, =
{V(G.), E(G.), L(V(G.)), L(E(G.)), L}. V(G,) is the set of knowledge nodes of graph
G, knowledge nodes denote knowledge point videos that learner u studies online. E(G,) =
{(vi, v)|vi,v; € V(G,)} is the set of directed edges, the direction between two knowledge
nodes indicates the time order in which learners watch the two knowledge point videos (v;
towv;). L(V(G,)) is the set of knowledge node labels. L(E(G,)) = {w;;|V(v;,v;) € E(G,)}
is the set of edge labels, w;; is the number of times the learner u watches the knowledge
point video from v; to v;, L is a function assigning labels to the vertices and the edges.
The directed learning path graphs of m learners are combined to generate a graph dataset

DG = {G1,Gs,...,Gp}.

3. The Proposed Algorithm. The block diagram of the knowledge point difficulty
clustering algorithm based on multidimensional time series data and maximum frequent
subgraph (MFSKPC) is shown in Figure 1.

From Figure 1, firstly, the proposed algorithm extracts the maximum frequent subgraph,
SC' matrix, ST matrix, and SS matrix from the three interactive behaviors. Secondly,
based on the extracted data, two knowledge point difficulty similarity models are pro-
posed to obtain three similarities of behavior-based knowledge point difficulty. Finally,
the three similarities are fused to obtain the knowledge point difficulty similarity matrix,
and the knowledge point difficulty is classified using a spectral clustering algorithm. So
the key parts of the proposed algorithm are knowledge point difficulty similarity model
based on student-system interaction, knowledge point difficulty similarity model based
on interpersonal interaction, and spectral clustering based on the similarity of knowledge
point difficulty. Details of the three parts are explained below.
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3.1. Knowledge point difficulty similarity model based on student-system in-
teraction. There are hubness and concentration problems caused by high dimensional-
ity of the data in measuring the difficulty similarity of knowledge points only from the
perspective of the degree of interaction [11]. To solve the above problems, we innova-
tively constructed a knowledge point difficulty similarity model by combining the degree

of student-system interaction and maximum frequent subgraph. The model is shown in

Formula (4).

SimggOPOSEd(i7 .]) = Simdegree (27 ]) X Simst’ruct (27 ]) (4)

where Simgegree (7, j) denotes the similarity of difficulty based on the degree of student-
system interaction between knowledge point i and knowledge point j. Simgyue (7, ) de-
notes the similarity of difficulty based on maximum frequent subgraph between knowledge
point ¢ and knowledge point j.

For Simgegrec (i, j), we choose Adjusted Cosine (ACOS) as literature shows that it can
better measure the similarity of knowledge point difficulty compared to other similarity
measures [11]. The calculation formula is as follows:

ZueKPECmKPfC (sCui —5€4) X (sCu; — SCy)

—\2 )
\/ZueKPfchPfC (8Cu; — 5Cu) \/ZuermeKp;qc (sCuj — 5Cy)

where sc,; denotes the degree of student-system interaction (Definition 2.1). 3¢, =
(321, scus) /n, m is the number of students. KP7¢ and KP?C denote the set of students
who have interacted with knowledge point ¢ and knowledge point j, respectively.

For Simgyue (i, 7), firstly, we build a graph dataset DG = {G1, G, ...,G,,} according
to Definition 2.4, and the gspan algorithm [12] is used to mine the frequent subgraphs

from DG. Secondly, S = {sI"*, sy ..., s>} denotes the set of maximum frequent

()

Simdegree (Za j) =
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subgraphs which are filtered out from the frequent subgraphs. To measure more accurately

the similarity of knowledge point difficulty, we obtain the value of support threshold when

the number of maximum frequent subgraphs which are mined by the algorithm is max.

Finally, based on the maximum frequent subgraphs, Simgyc:(7, ) is shown in Formula
(6).

1
1 _I_ ZS?laXES(Ui) Sup(s}“ax,DG) ZS?laXGS(Uj
1S@] N Sl

Simstruct (Zv j) =

(6)

) Sup(s;“ax,DG)

where S(v;) denotes the set of graphs that is in S and contains knowledge node i. S(v;)
denotes the set of graphs that is in S and contains knowledge node j. Sup (">, DG)
denotes the number of graphs (in DG) in which sj*** is a subgraph. |S (v;)| denotes the
number of graphs in the set S(v;).

3.2. Knowledge point difficulty similarity model based on interpersonal inter-
action. There is a problem of sparsity in the data of interpersonal interaction (student-
teacher interaction and student-student interaction) due to various influencing factors
such as learners’ study habits and learning time. Traditional similarity models cannot
be performed when two knowledge points do not have a co-learner [13]. To solve this
problem, we propose a knowledge point difficulty similarity model based on interpersonal
interaction by improving the Jaccard Mean Squared Difference (JMSD) similarity model,
which is shown in Formula (7).

[ Simgy™ (i, j) = Simgg™*!(i,) = 51(i,5)  Sa(i, j)
0 m A [[KP| = KRyl 2 |KPi U KP,| (7)
. _TD. 2
Soiyj) =1— |[Di B ]Dj‘ + ZueKPmKPj (IDy; = 1Dy 5)
| 2= |KP, U KP;]

where if |[KP; U KP;| = 0 then SimbrP** = Simge?*** = 0. Since the model applies to
both ST and SS, it is next shown when the interaction is ST. ID,; denotes the degree
of student-teacher interaction of learner u to knowledge point ¢, namely ID,; = st,;.
KP; and KP; denote the set of learners who have interacted with knowledge point 7 and
knowledge point j in ST matrix, respectively. ID; = st; = (3.0 _ stu)/r, v = |KPy.
| KP;| denotes the number of learners in the set KP;. KPD; = |KP;|/ m, m denotes the
number of learners. KP; N KP; denotes the intersection of KP; and KP;. KP; U KP;
denotes the union of KP; and KP;. SS is a similar way with ST. The traditional JMSD
uses only the co-learner interaction data to measure the difficulty similarity. The proposed
similarity model makes full use of the interaction data of the two knowledge points.

3.3. Spectral clustering based on the similarity of knowledge point difficulty.
The similarity of difficulty between two knowledge points is obtained by weighing the

. . . Proposed /- - . Proposed /- - . Proposed /- - .
combination of Simg (¢,7), Simgy (i,7) and Simgg (7,7). The calculation
process is shown in Formula (8).

. Proposed/- -\ __ . Proposed/. - . Proposed/ . -
Simpp (4,J) = aq X Simg, (i,7) + az X Simgy (,7)
. Proposed/ . -
+az x Simgg (,7) (8)

a1+a2+a3:1

where aq, as and a3 are weighting factors. In this paper, by testing all combinations of
the three non-negative variables with a minimum step size of 0.01, we conclude that the
clustering precision was the highest when the value was (aq, az, a3) = (0.8,0.1,0.1).
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Based on the similarity of knowledge point difficulty Simpgp(i, 7), the spectral cluster-
ing algorithm is used to classify the difficulty of knowledge points. Teachers can set the
number of clusters (K') based on teaching experience. The specific process is as follows:

we construct the knowledge point difficulty similarity matrix M, ; = Simbreresed(i 7). and

then the Laplacian matrix L of M is calculated as L = D™1(D — M)D™!. D is the diag-
onal matrix, D;; = Z;VZI SimbrePo*¢d(; j). Then, the eigenvector of the Laplacian matrix
L is calculated, and the eigenvectors corresponding to the first K minimum eigenvalues
are extracted, forming F' of N x K dimension. The K-means algorithm is used to cluster

the feature subspace F with the number of K.

4. Experimental Evaluation. To verify the effectiveness of the proposed algorithm
(named MFSKPC), we use an external assessment approach to evaluate the clustering
results. The specific process is as follows: based on the learners’ test data, we analyze the
average score of each knowledge point to determine the true difficulty of the knowledge
point and compare it with the difficulty of the knowledge point given by the algorithm.
We use the precision clustering indicator to measure the accuracy rate of the algorithm

8]-

4.1. Dataset of the experiment. Use the interactive behavior data of 2019 students
studying courses (Data Structure and Algorithm) which is a compulsory course for sopho-
mores at a university as the data source. The dataset consists of 207 knowledge points
and 272 learners’ multi-dimensional interactive behavior data, including 50,544 student-
system interaction data, 7,683 student-teacher interaction data, 1,252 student-student
interaction data, and knowledge points test data. The experimental platform is Python
3.6.

4.2. Experimental results and analysis.

4.2.1. Algorithm classification experimental results and analysis. To evaluate the effective-
ness of the proposed algorithm (MFSKPC), we compared MFSKPC with two commonly
used classical methods for knowledge point difficulty classification. The first method is
MS, which sorts the knowledge points in ascending order according to their interaction
degree ikp; (tkp; = Y | SCui + Stu; + $S,;) and divides them into K groups on aver-
age. The group with the minimum average interaction degree is the easiest knowledge
point set, and the group with the maximum average interaction degree is the most diffi-
cult knowledge point set. The second method is MC, which uses the K-means clustering
algorithm to cluster knowledge points based on the ikp;. The cluster of the maximum
average interaction degree is the most difficult knowledge point set, and the cluster of the
minimum average interaction degree is the easiest knowledge point set.

In this experiment, knowledge points were clustered with MFSKPC, MS and MC at
K = 2, 3, 5, respectively, and the clustering results were evaluated to obtain precision
values. The experimental results are shown in Figure 2.

From Figure 2, it can be seen that the clustering precision of the proposed algorithm
MFSKPC is higher than that of MS and MC at different K values. When K = 3, the
precision of MFSKPC is the highest, which is consistent with the actual teaching experi-
ence of teachers. The analysis of the experimental data showed that some easy knowledge
points have a higher average interaction degree than the difficult knowledge points, so
MS cannot distinguish the knowledge point difficulty by only relying on the average in-
teraction degree of knowledge points. MC is easily affected by the individual knowledge
points with higher or lower interaction degrees, which leads to inaccurate classification
results. Therefore, the MFSKPC algorithm has a better effect of classifying the difficulty
of knowledge points.



ICIC EXPRESS LETTERS, VOL.17, NO.2, 2023 223

0.7 -
—— MFSKPC
0.6 —— MS
0.6 1 —a
0.57 -wg
2L
53
on 0.5 1
=
o)
172]
S Bl 036
o
£ 03 027
5
)
&40.2 4
0.1 !
0.0 11— . :
K=2 K=3 K=5

Number of clusters K
FI1GURE 2. Precision of MFSKPC, MS, and MC

4.2.2. Similarity comparison. The proposed algorithm MFSKPC mainly measures the

similarity of difficulty between any two knowledge points from three similarity models

<Sz’m§g’p osed(i, 5), SimgrP* (i, 5), Simge?* (i, j)), and then performs spectral clus-

tering to achieve knowledge point difficulty classification. To verify the effectiveness of
the proposed algorithm for calculating the similarity of knowledge point difficulty, other
similarity methods are used to calculate the similarity of knowledge point difficulty. For
example, the calculation is performed using Adjusted Cosine similarity. Considering that
the traditional similarity model cannot be measured from the perspective of the maximum

frequent subgraph, we set Simg&?%(i, j) = SimyS95 (i, 7). The procedure is as follows:
Simipiep” (i,.7)
= oy x Sim5S9%(i, ) + ag x SimgS9%(i, §) + as x Sim4s (i, §)
= ay X SimdAe(;%g(z 7) + ag x SimESO% (i, §) + az x Sim5s 9% (4, 5) 9)

where the values of (aq, g, a3) are the same as MFSKPC. Similarly, MFSKPC is com-
pared with SimRank++ [8], RJMSD [13], JMSD, PCC [14] and ACOS similarity methods
in clustering precision. The clustering results are shown in Figure 3.

As shown in Figure 3, under the conditions of different K values, the clustering precision
of MFSKPC is better than other similarity models. For the traditional similarity models,
JMSD and ACOS have better clustering precision, and PCC is worse. SimRank++ has
better clustering precision compared with RJMSD. PCC and RJMSD are generally appli-
cable to student similarity calculations, so they perform worse in measuring the similarity
of knowledge point difficulty. Moreover, SimRank++ and JMSD are based on the struc-
tural perspective to measure the similarity of knowledge point difficulty, which can have
better clustering precision, but there is only co-interaction data that the two algorithms
consider. Therefore, the proposed similarity model can more precisely measure the simi-
larity of knowledge point difficulty by making full use of the knowledge point interaction
data and considering maximum frequent subgraph and interaction degree.

5. Conclusions. To help teachers understand the difficulty of knowledge points for learn-
ers in a timely and objective manner, we propose a knowledge point difficulty clustering
algorithm based on multidimensional time series data and maximum frequent subgraph.
The algorithm quantifies the relationship between three interactive behaviors of learners
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FiGure 3. Comparison of clustering precision of MFSKPC with other sim-
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and knowledge point difficulty, and improves the knowledge point difficulty similarity
model to achieve more accurate knowledge point difficulty classification. Our future work
will focus on natural language processing techniques and improving the precision of the
difficulty classification of knowledge points by combining them with learners’ text senti-
ment.
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