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Abstract. Face recognition is an important task in smart home security for detecting
a face or monitoring a person in a live video and verifying the identity of an authentic
user. However, there have been spoofing face methods that can trick a face recognition
algorithm into wrongly verifying the identity of the person. In this paper, we propose
a new hybrid framework for spoofing face detection based on Convolutional Neural Net-
work and Long Short-Term Memory (CNNLSTM) and instance-based learning algorithm.
In addition, a new dataset called FSA-CCTV is proposed, which contains face images
from CCTV video clips with many types of spoofing attacks. The performance of our
method was compared to several other anti-spoofing methods: CNN and RI-LBP, SLRNN,
HSV+YCbCr, ResNet50, YCbCr+SVM and YCbCr+KNN. The experimental results
show that our method yielded 93.2% of Accuracy, 96.8% of Recall, 94% of Precision,
94.8% of F1-score and 0.93 of AUC on the FSA-CCTV dataset. From the experimental
results we can conclude that the proposed algorithm outperforms other approaches and
yielded the most stable classification accuracy on the proposed dataset.
Keywords: Convolutional neural network, Face spoofing attack detection, Feature ex-
traction, Smart security

1. Introduction. Smart home technology provides home automation systems for home-
owners and facilities that provide security, comfort, convenience, and energy efficiency
[1]. In terms of security, residential smart security cameras can monitor, in real time, the
happenings around the house. Face recognition is a feature of smart security [2]. It is a
necessary method for identifying and verifying faces as well as authenticating users. Face
recognition algorithms can automatically detect a face from a real-time video stream and
search a face database to find a match [3]. A face recognition system must be able to de-
tect spoofs. A facial liveness detection algorithm, which can decide whether a recognized
face is real or spoofed, is an important subroutine in a face recognition system. Its main
goals are to stop fraud and ensure an authentic face before the recognized face is matched
to a face in the database for identification.

Types of face spoofing attacks are such as printed photo, mask, 3D mask, smartphone,
tablet, and ID card. The widespread of Internet and smartphones makes it easy to find
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images for spoofing faces. A high-performance anti-spoofing method can stop an attack
outright and inform the user of the detected anomaly.
Spoofing detection methods have been proposed to solve face spoofing problems by

identifying face liveness. The feature extraction method is the main type of data prepro-
cessing for face spoofing detection methods. Texture-based methods are used to analyze
color-texture information in face images by extracting low-level feature descriptions from
different color spaces. Examples of these methods are Local Binary Patterns (LBP) [4-6],
local similar patterns (LSP) [7], and YCbCr color [8]. These methods are traditional face
spoofing detection approaches. Recently, Deep Learning (DL) is one of widely used meth-
ods for extracting features in an image. Convolutional Neural Network (CNN), a type
of DL, is especially good at extracting features in images. Several studies have applied
CNNs to detecting face spoofing. Similarly, many researchers have used CNNs to extract
features that suit facial liveness detection. The review of these methods will show in
Related Works section.
This paper presents a method for eliminating face spoofing problem. The main contri-

butions from our paper are as follows.

• We create a new dataset called FSA-CCTV. This dataset is presented of diverse
attacks type for developing the home security system. The FSA-CCTV is a collected
image from video frames in long-distance shooting video clips of CCTV cameras. It
consists of several different lighting conditions.

• We propose a new hybrid algorithm for classifying spoofed faces. A new structure
of the CNN and LSTM is proposed and called CNNLSTM. The proposed method
creates a set of CNNLSTM models and uses the models to extract features from
images. Finally, instance-based algorithm is used to classify spoofed faces.

The rest of this paper is organized as follows: Section 2 reviews anti-spoofing face detec-
tion articles in the literature; Section 3 suggests the proposed dataset; Section 4 describes
the proposed method; Section 5 explains the evaluation methods, the experimental setup,
and the experimental outcomes; and finally, Section 6 suggests directions for future works
and concludes the paper.

2. Related Works. In this section, we review existing face spoofing detection approach-
es mainly focused on features extraction with the texture-based and CNN methods. The
related methods are divided into five groups as follows.

2.1. Texture based methods. In [9], Yang et al. proposed a person-specific face anti-
spoofing method based on HOG and MsLBP feature extraction methods. Li et al. [10]
proposed a method that converted images into YCbCr color space and then extracted fea-
tures by LBP method. In the same vein, Fourati et al. [11] used Image Quality Assessment
(IQA) and motion cues of face image to identify face spoofing.

2.2. CNN based methods. CNN is a specialization method for detected patterns in
image. Chen et al. [12] proposed a Two-Stream Convolutional Neural Network (TSC-
NN). The TSCNN uses a Multi-Scale Retinex (MSR) space to solve illumination prob-
lem. Muhammad and Melo [13] proposed an SLRNN for spoofed face classification. The
SLRNN method combined CNN and adding Long Short-Term Memory (LSTM) togeth-
er. Rehman et al. [14] presented a face liveness detection method that incorporated a
disparity layer in the CNN to learn dynamic disparity maps. Wirianto and Mauritsius
[15] presented an Indonesia Labelled Face in the Wild (ILFW) dataset. The researchers
suggested a DCNN network architecture called ResNet100 for face recognition.
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2.3. Texture-based and CNN based methods. The texture-based feature and CNN
based features were proposed by Chen et al. [16]. The research introduced Face Anti-
spoofing Region-based Convolutional Neural Network (FARCNN), an instance of FAR-
CNN that is based on improved faster Region-based Convolutional Neural Network (R-
CNN) framework for face extraction and extraction features. They extended the faster
R-CNN method and Retinex-based LBP to cover face anti-spoofing tasks with diverse
illumination conditions. It classifies spoofing faces by using an SVM classifier.

2.4. CNN based and machine learning methods. Shao et al. [17] proposed a feature
learning model for 3D-mask face anti-spoofing. A VGG was used to extract features and
deep dynamic textures. Li et al. [18] presented a technique for extracting features by
CNN, and detected spoofed faces by SVM. George and Marcel [19] presented a Multi-
Channel Convolutional Neural Network (MCCNN). The new loss function was presented
in that study.

2.5. Texture based and CNN based and machine learning methods. Khammari
[20] presented a new method that extracted features by using LBP and WLD. The output
features were encoded by CNN. The output from CNN was inputted to SVM to identify
live or spoofed face. Chen et al. [21] extended the face algorithm from Li et al. [10]. That
extension was based on RI-LBP and CNN and used SVM to identify face spoofing.

Texture-based methods extract features from low-level feature descriptions from dif-
ferent color spaces, and these lose some features, which makes the accuracy disappear.
CNN-based methods can extract deep challenging features and extract from multi-view of
an image by convolution layers, providing high performance for spoofing face detection.

3. The FSA-CCTV Dataset. The new dataset called FSA-CCTV is proposed. We
fetched video streams from the IP cameras, following the Real Time Streaming Protocol
(RTSP). Faces are detected by using a Haar Cascades technique [22]. Haar Cascades
method is fast to detect and is an effective detection method. Then, we resized images
to 224 × 224, and used data augmentation to increase the number of images. The types
of face spoofing attacks of this dataset are fake images and images of a person wearing a
mask from smartphone, iPad, office card, and ID card under multiple lighting conditions.
Sample images from our proposed dataset are shown in Figure 1. The first row in the
figure shows spoofed faces. The first two images in the second row are images of spoofed
faces taken in IR mode, and the last two pictures are genuine faces. The dataset consists
of 2,045 spoofed face images and 1,015 genuine face images. This dataset uses the data
augmentation technique for increasing number of data, reduces overfitting and decreases
variance of model. The spoofed faces are expanding to 3,724 images and the genuine faces
increase to 2,396 images.

Figure 1. Sample images from the FSA-CCTV dataset
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4. Face Spoofing Detection Method. This section explains the proposed anti-spoofing
approach.

4.1. Network architecture of CNNLSTM. CNNLSTM is used for feature extraction
in this study. The outputs of CNNSLTM are the new instances for instance-based learning
to recognize spoofing faces. The architecture of CNNLSTM for extracting features from
images is inspired by AlexNet [23]. We improve the neural network model of AlexNet
by adding LSTM algorithm to its convolutional layer. The LSTM is designed to avoid a
long-term dependency problem [13]. It consists of several memory cells. Each memory
cell has three elements: write, read, and forget (delete). The convolutional layers in the
CNNLSTM are extended from those of AlexNet as explained as follows. In the first and
second convolutional layers, we set the number of convolutional kernels to 256 kernels,
and in the fifth convolutional layer was set to 512× 5 kernels. In the final representation
layer, LSTM, a Recurrent Neural Network (RNN) was used to receive inputs from prior
convolutional layers. A Batch-Normalization (BN) method was applied to the outputs
of convolutional layers before they were inputted into the LSTM. The output of BN is
tuple of integer fed into the LSTM layer. A set of 512 outputs from LSTM output units
was fed into the next layer. The fully connected layers contain 1,000 hidden neurons.
The activation function of all the convolutional layers is a Rectified Linear Unit (ReLU).
The output layer contains one output neuron with a sigmoid activation function. The
CNNLSTM model in this study was trained with a Stochastic Gradient Descent (SGD)
method.

4.2. The proposed feature learning network. The overall process of creating feature
learning networks of the proposed algorithm is illustrated in Algorithm 1.

Algorithm 1: Pseudo code of the feature learning network method.
Input: S: A training set, K: The number of the subdatasets, θ: A performance
threshold, mk−1: The pre-trained weights
Output: E: A set of CNNLSTM models, C: A set of representation datasets
1: Randomly split the training dataset into K sub datasets: S → {s1, s2, s3, . . . , sK}.
2: For k = 1, 2, . . . , K do:
3: AUC = 0
4: While AUC < 0 do:
5: Train CNNLSTM from mk−1 with sk to obtain the mk model.
6: Extract deep features Fk from sk by mk.
7: Normalize every feature vectors fik in Fk with an L2-norm technique.
8: For i in y ∈ {0, 1} do:
9: Compute the centroid of a class cik from Fk∈Nik.
10: End For
11: Calculate the Euclidean distances from centroid cik to every feature of all

Fk instances.
12: Predicted label hj of sk by using cik and Fk.
13: Compute AUC value from predicted labels hj with true label y.
14: End While
15: mk ∈ E and cik ∈ C.
16: End For

To construct CNNLSTM models, our method randomly selects instances of data in
the S and put them into several subdatasets. The subdataset sk consists of N input
data vectors x and label y: sk = {(x1k, y1k), . . . , (xjk, yjk), . . . , (xNk, yNk)} (Line1). These
subdatasets aim to create diversity CNNLSTM models and representation of class data.
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The subdataset sk is the training set for a CNNLSTM, mk (Line5). The current model
gets the weights from previous model mk−1.

A set of extracted feature vectors Fk = {f1k, f2k, . . . , fNk} is extracted from model mk

(Line6). The features fjk are extracted from a data xjk: fjk = mk(xjk).
All feature vectors in Fk are normalized by using an L2-norm technique (Line7), and

let fjk = L2(fjk). The norm of fjk is calculated as follows.

|fjk| =

√√√√ nk∑
l=1

|vlk|2, (1)

where vlk is an extracted value in fjk, n
k is size of fjk. For the proposed method to be able

to recognize patterns of genuine and spoofing faces, a centroid of a class, cik is computed
in this step. The centroid cik is an average of every feature vector in Fk from instances
of class ith. The centroids cik is the representation of training data. The centroid cik is
calculated as follows:

cik =
1

Nik

∑
fjk∈Nik

fjk, (2)

where Nik is the number of all data of class i in sk (Line9). The similarity distances of
every class between fjk and cik were computed in Line11. The distance is a Euclidean
distance. The prediction class hj is selected by the minimum distance of a class (Line12).
Compute the similarity value and predicted label hj is defined as

hj = argmin
i

∥fjk − cik∥2 , for j = 1 : Nk, (3)

where Nk is the size of sk. The performance of mk measures in every five training epochs,
in terms of the Area Under the Curve (AUC). If AUC value is less than a threshold θ,
the mk must be retrained for another 5 epochs (go to Line5), Fk and cik are recomputed,
otherwise the training would be stopped and the model mk is a member of E; mk ∈ E;
and cik ∈ C (Line15). Our training process minimizes the distance between the extracted
features and a centroid of a class which have the same class label and maximizes the
distance between the centroid of genuine and the centroid of spoof faces.

For the next subdataset sk+1, we use pre-trained weights from the previous iteration k
to learn the current data mk+1 → mk. To reduce training time and improve classification
accuracy, it was convenient to use a pre-trained weight from a previous model. The models
in E are different from a decision boundary model of the same architecture. The centroids

Figure 2. Overall process of feature learning networks for face spoofing detection
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in C are the representation of the patterns of spoofing attack. The overview of feature
learning method is illustrated in Figure 2.

4.3. Classification of face spoofing. The proposed instance-based classification meth-
od is discussed in this section. This method is a technique for preventing bias in class
prediction. The distance weights are computed for every class. The pseudo code of the
classification steps is shown in Algorithm 2.

Algorithm 2: Pseudo code of spoof face classification.
Input: E: CNNLSTM models, C: A set of centroid class data, x: An unseen data

Output: hfinal = argmaxi
∑

i

∑
k log

(
1

dsik

)
1: For k = 1, 2, . . . , K do:
2: Extract features fk = mk(x).
3: Normalize the feature vectors fk by L2-norm.
4: For i = 1 : y do:
5: Calculate the distance dik between centroid cik to features fk.
6: Compute the distance weight dsik.
7: End For
8: End For

The sets of models E and centroids C are the inputs of Algorithm 2. The final output
is calculated as follows:

hfinal = argmax
i

∑
i

∑
k

log

(
1

dsik

)
, (4)

where hfinal is the predicted class, i is class index, k is the number of models and dsik
is the distance weights calculated by Equation (6). According to this equation, a high
distance weight dsik would produce a low voting value, and vice versa. The predicted
class hfinal is selected with a maximum voting value of the individual class. The proposed
classification method is illustrated in Figure 3.

Figure 3. The overall process of face spoofing classification

The first step extracts feature from unseen data: fk = mk(x) (Line2). The similarity
distance αik between fk and cik is calculated by Equation (5). Before αik is computed,
the fk is normalized by L2-norm technique: fk = L2(fk) (Line3). The fk is normalized
into the same vector space of cik. The distances values are expressed as follows:

αik = ∥fk − cik∥2, for k = 1 : K, (5)

where αik is a distance value of the ith class (Line5). Each feature vector is computed
distance of every centroid of a class data in C. The voting weights are computed as follows:

dsik =
αik∑
i αik

. (6)

The weights are the average distance between the feature vectors and centroids of spoofed
and authentic faces (Line6). The main concept of distance measure is inspired by a face
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identification method [24], applied to spoofing detection. If an unseen data x is an authen-
tic face, then the features extracted from CNNLSTM would be similar to the centroids
of an authentic face, and the distance weight computed by Equation (6) would be high.
Otherwise, the distance weight would be low.

5. Experiment and Results. This section describes and discusses the experiment and
experimental results on our proposed face-spoofing dataset. The results of each method
on our dataset were shown of the performance of spoofed face detection for smart home
security.

5.1. Experimental setup. The FSA-CCTV dataset has 6,120 images, including 3,724
positive class images, and 2,396 negative class images. Let the genuine faces be negative
class and spoofed faces be positive class. The experiment was done with five-fold cross-
validation technique. The results were averaged over five testing folds. The input training
threshold, θ, was set to 0.92 and K, was set to 3, 5, and 10. To evaluate our method,
the results were compared to those achieved by several widely known face anti-spoofing
algorithms.

5.2. Experimental results. This research conducted the experiment only on the FSA-
CCTV dataset because of limitations in the personal data. The performances of the pro-
posed method and several state-of-the-art methods were evaluated. Performance values
are reported as an average of five replicates from five runs.

Table 1 shows the classification accuracy on each testing fold, the average accuracy of
five folds, and the Standard Deviation (SD) value on the FSA-CCTV dataset. The result
shows that the average classification accuracies of the proposed methods with all K sizes
are better than those of the other compared methods in identifying spoofed faces. The
accuracy results of our methods are still high, with a low variance in several testing folds
(shown by SD value behind ± in the average column). For the accuracy of the first and
third testing folds, the accuracies of the proposed methods are higher than those of the
other compared methods. The fifth testing fold of our methods with K = 5 and K = 10
is equal to CNN and RI-LBP, and HSV+YCbCr with 93% of accuracy. Considering the
accuracy of the second and the fourth folds, SLRNN method has the highest accuracy
in this testing fold. YCbCr+SVM method has the lowest classification performance in
spoofed faces detection than those of other methods. On the other hand, the accuracy
of CNN and RI-LBP, SLRNN, HSV+YCbCr, and ResNet50 are dropped on some testing
folds. These methods have high variance of accuracy, especially SLRNN is very sensitive
to a spoofing attack in this dataset. We used a t-test with alpha equal to 0.01 to evaluate
the differences between the accuracy of the proposed methods and other methods in this

Table 1. The performance on the FSA-CCTV dataset in terms of Accuracy

Methods
Fold (%)

Average (%)
1 2 3 4 5

CNN and RI-LBP 93 92 89 89 93 91.2± 2∗ ◦⋆
SLRNN 91 96 84 95 84 90± 5.7∗ ◦⋆

HSV+YCbCr 91 88 88 89 93 89.8± 2.1∗ ◦⋆
ResNet50 93 91 87 91 84 89.2± 3.6∗ ◦⋆

YCbCr+SVM 85 87 88 88 88 87.2± 1.3∗ ◦⋆
CNNLSTM 89 93 89 91 91 90.6± 1.6∗ ◦⋆

YCbCr+KNN 92 92 91 91 92 91.6± 0.5∗ ◦⋆
The proposed method K = 3 93 93 95 93 91 93± 1.4
The proposed method K = 5 93 93 94 93 93 93.2 ± 0.4
The proposed method K = 10 94 92 94 93 93 93.2 ± 0.8
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experiment (∗, ◦, ⋆, indicate the proposed method with K = 3, K = 5, K = 10 is
significantly better than the corresponding algorithm, respectively). The results show
that our method with every K size is significantly better than the other methods by
comparing with the average accuracy.
Table 2 shows the average values of Recall , Precision, and F1-score of the proposed

method and the other compared methods on the FSA-CCTV dataset. The proposed
method of all K sizes has higher average Recall value than other methods. The proposed
method with K = 3 has the highest value of Recall . While YCbCr+SVM provides the
lowest Recall with 88%. In addition, our method of all K sizes is significantly better than
the other algorithms. The third column contains Precision values of spoofed faces. The
obtained Precision values indicate an acceptable classification accuracy for the model. It
can be seen in the column that the proposed method is inferior to SLRNN, and CNN and
IR-LBP. HSV+YCbCr is the worst of Precision value. The F1-score of all methods is
shown in the fourth column. Our models with K = 3 and K = 5 are significantly better
than all other methods except CNN and RI-LBP in terms of F1-score. While the proposed
method with K = 10 is significantly better than YCbCr+SVM and equal to CNN and
RI-LBP method. YCbCr+SVM provides the lowest value of F1-score.
Figure 4 shows the ROC curves of all compared algorithms on the FSA-CCTV dataset.

The highest point of the three ROC curves of the proposed method with different K is at

Table 2. The performance on the FSA-CCTV dataset in term of Recall ,
Precision, and F1-score

Methods Recall (%) Precision (%) F1-score (%)
CNN and RI-LBP 93.8∗ ◦⋆ 95.2 94.6

SLRNN 90.4∗ ◦⋆ 96 92.8∗◦
HSV+YCbCr 92.6∗ ◦⋆ 91.6◦ 92.2∗◦
ResNet50 91.2∗ ◦⋆ 93.6 92.2∗◦

YCbCr+SVM 88∗ ◦⋆ 93 90.4∗ ◦⋆
CNNLSTM 92∗ ◦⋆ 92◦ 92∗◦

YCbCr+KNN 91.6∗ ◦⋆ 94 93∗◦
Proposed method K = 3 96.8 92 94.8
Proposed method K = 5 96 94 94.8
Proposed method K = 10 95.8 94 94.6

Figure 4. ROC curve on the FSA-CCTV dataset
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the upper left corner. The proposed method of all K sizes outperforms all other methods
– providing the higher value of AUC at 0.93, 0.92, and 0.93, respectively. YCbCr+SVM
has the lowest AUC than other methods. The classification results from the proposed
method are indicated that our method is efficient in spoofed face detection and provides
high accuracy in identifying authentic faces. While the other comparison methods are
high variance and have low ROC value meaning that those approaches are unbalanced in
terms of classification performance.

The experimental results indicate that the CNN-based methods have higher precision
than the color texture-based methods. The merging of the features extracted from CNN
with the instance-based classification method of our algorithm can enhance the perfor-
mance of the detection. However, when classifying with high lighting cases, the proposed
method and those of other methods misclassified these images because these images have
few gradients and depth shapes. Conversely, these have high performance on IR images.

6. Conclusions. This paper proposes the FSA-CCTV dataset and a new hybrid ap-
proach for face spoofing attack problem based on deep neural network and instance-based
algorithms. The classification results of the proposed method on the FSA-CCTV dataset
are compared with other widely known anti-spoofing methods. In the proposed method,
a new architecture of deep neural network, called CNNLSTM, is used to extract features
from facial images. CNNLSTM is trained on the proposed face-spoofing dataset. A new
distance weight voting procedure is used to predict the final class. The performance of
the proposed method is evaluated with 5-fold cross-validation technique. Experimental
results show that the proposed method outperforms in classification performance than
the other anti-spoofing classification methods. The proposed method is suitable for smart
security on CCTV.

For future work, we plan to apply the proposed algorithm to different types of anti-
spoofing tasks. The number of models generated by CNNLSTM can be varied, and the
structure of CNNLSTM can be designed suitable for a particular dataset. The number
of extracted features can be reduced, and other normalization methods can be applied to
relieving span resources. This method can also be extended to an incremental learning
that learns incremental data.
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