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Abstract. Price forecasting is one of the fundamental techniques used in most busi-
nesses to improve the competitiveness and decision-making level. Nonetheless, it is a
non-trivial task to make a model that provides high accuracy price prediction, especial-
ly in modern enterprises with ever longer, and more complex supply chains across the
globe. In the classical approach for predictive problem, researchers applied the time series
forecasting, but no decent outcome has been developed so far. This work suggests a new
way to tackle this problem in the modern complex business world to predict the price of
plastic resin by using the integration of textual information and numerical indicators in-
put to deep learning models. Since the traditional methods which are based on historical
price itself are not sufficient, external data like economic indicators or textual informa-
tion gathered from news articles, can improve the performance of the models by catching
the overall global economic sentiment. Word semantic is retrieved as a vector represen-
tation from pre-trained word embeddings called Global Vectors for Word Representation
(GloVe). In addition, deep learning models have gained great attention in the past decade
after showing promising performance in various applications including Natural Language
Processing (NLP), computer vision, and voice recognition. Hence, deep learning models,
Artificial Neural Network (ANN) and Recurrent Neural Network (RNN) are utilized in
this research to deal with the complex and fluctuated price of plastic resin. The models’
performances are validated with root mean squared error metric. The training, valida-
tion, and test losses of ANN are between 100-200, 15-40, and 15-40, respectively. While
the training, validation, and test losses of RNN are between 150-300, 40-70, and 40-70,
respectively. Although the results show that RNN models perform a little poorer than
ANN, both ANN and RNN show sufficient and satisfying result for plastic resin price
prediction. This research also proposed new models designed to handle time series in-
put data with a combination between textual and numerical data and contribute a new
alternative strategy in petrochemical industries for more accurate price prediction which
is the starting point for developing even more sophisticated and more accurate models in
the future.
Keywords: Plastic price forecasting, Natural language processing, Deep learning, Ar-
tificial neural network, Recurrent neural network

1. Introduction. Undeniably, plastics has become parts of people’s life. Plastic produc-
tion continues to grow exponentially for the past decades. Plastic productions are part
of petrochemical industry which is a very long large complex supply-chain organization
from sourcing raw materials, managing operations, and delivering products. This leads
to price volatility and makes it difficult to predict the plastic resin prices. The prices
are influenced by multiple numbers of factors in those long-complicated supply-chain.
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Nevertheless, price forecasting is still the main key challenge to overcome because accu-
rate forecast can be a game-changer and ensures the sizable profit to the petrochemical
producers.
From the scientists’ point of view, price prediction is the basic and fundamental prob-

lem, yet challenging in this circumstance. In the traditional predictive model as in [1,2],
analysts use a tactic called Autoregressive (AR) which is a time series model that pre-
dicts the future price based on its own historical prices by assuming that the future trend
will hold similar to the past trend. However, the drawback of autoregressive time series
is that it can only be used to forecast things linked to economics based on prior data.
When predicted target is significantly influenced by external factors like social or news,
the models would not perform as expected and give poor result. For that reason, there
are some limitations since plastic prices are often affected by unknown external factors
beyond the price of the products itself.
As explained earlier, plastic involves in varieties of industries which makes it extremely

difficult to predict, not only the historical data of the product itself but also other related
numerical indicators such as the price of crude oil or raw material of plastic resin. In addi-
tion, news articles have impacted on plastics resin price as well. Thus, textual information
contains some hidden valuable insights or useful price sentiments can be added to help
improve performance of the models. The data science academic community has exten-
sively explored ways to extract features from wording articles. In 2014, one of the earliest
successful models was proposed by Pennington et al. [3], researchers from Stanford. They
published Global Vectors for Word Representation (GloVe) model, which claimed to out-
perform traditional models, on many language aspects including word similarity, word
analogy, and named entity recognition tasks.
The goal for this research aims to forecast plastic resin prices, as one of the main

petrochemical products, through deep learning models by feeding with different kinds
of inputs, numerical and wording data. Raw data is cleaned with data preprocessing
method in appropriate manners to maximize the full potential of the data. Moreover, as
necessity to extract vector representation from the text, word embedding called GloVe
technique is investigated. The union features of text and number data are applied with
deep learning models, specifically ANN and RNN, to learn the price pattern. Several
hyperparameters are examined and finetuned. Up until now, no successful research for
plastic price has been published yet. It is a common practice for the companies to keep
their sale price confidential and shall not share or publish the price to third party and
make it nearly impossible to get dataset. However, this study is supported by one of the
global petrochemical leaders who provides a plastic price dataset and makes this project
possible.

2. Literature Review. Although price predictive model for plastic resin price has not
been intensively studied before, there are tons of research about other products’ price
forecasting. Much attention has been drawn to determine stock’s future price, since the
dataset is mass accessible to everyone and would yield massive profit. They have suggested
various methodologies and models to deal with price forecasting. Crude oil is another
focus that has gotten a lot of attention because the global oil industry is worth trillions of
dollars. Since crude oil is related to plastic resin as a raw material, some of the research
knowledge can be applied here in quite similar manner. Several methods and techniques
have been introduced to forecast the crude oil price and discussed in greater detail on the
further sections.

2.1. Technique to simplify the problems. To improve proficiency of the model over
AR model, many researchers have tried several other methods. According to [4,5], the
authors applied moving average technique to smoothing out price patterns by removing
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noise from short-term price variations. Nonlinear autoregressive exogenous models are
employed in [6,7] to predict exchange rate and petrol prices, respectively. Some works
simplify the model into classification model as shown in [8] when Ratto et al. turned the
regression problem to classification by predicting only whether the price going up or going
down by using Support Vector Machine (SVM).

2.2. Deep learning models. Due to the rapid improvement of computer technologies
over the last decade, more modern and sophisticated strategies known as Artificial Intel-
ligence (AI) have been adopted as one of the most vital methods used to tackle a broad
range of applications. The preferred AI has been relayed on this prediction problem as
well. ANN is a model combined of multiple neural layers. There is combination of multiple
layers including input, output, and hidden layers. Hidden layers are between input and
output layers. Each layer consists with nodes. Activation functions, like Rectified Linear
Unit (ReLU), can be applied after each neural layer to improving the model capability
to handle with non-linearity. Loss function can be defined at the end of the model to
compare with true ground for different kinds of problems. For example, sigmoid can be
used as loss function for binary classification, while loss mean squared error can be used
in regression problem. One example for ANN is presented in [9] to estimate the pattern
of the crude oil price. The result shows good accuracy even there was an immediate huge
change of the price. Researchers in [10] used ANN combined with Genetic Algorithm
(GA) to enhance the efficiency of the prediction model. ANN-GA can perform well even
have small amount of data points while ANN alone could not do so.

Apart from ANN, there is another type of model, specifically designed to handle se-
quential data which are RNN, Long Short-Term Memory (LSTM), and Gated Recurrent
Unit (GRU). RNN is a kind of ANN that is used specifically in time series or sequential
data structure which is commonly used in human language or financial stock. Unlike
ANN that has different weights parameters of each layer, RNN shares the same weight
parameter within each layer of the network. RNN can work just fine when it looks back
on few time steps of sequential. However, when a conventional RNN network is faced
lengthy sequences data, it tends to lose information as its algorithm mostly relies on the
lasted available information at the node. This problem happens when the RNN model
backpropagates to a long sequence of time data and the accumulating of gradient becomes
smaller and smaller. This problem can be defined as vanishing gradient. To overcome
vanish gradient in RNN, derivative versions of RNN are made. Two most popular among
them are LSTM and GRU. LSTM is specifically created to solve the vanishing gradient.
In regular RNN, the previous input state is passed through tanh activation function which
causes the vanishing gradient. On the other hand, in a single LSTM cell has more com-
plex structure which can take a long-term memory from previous state without losing
the information. GRU is designed to solve vanishing gradient like LSTM but has less
gates compared to LSTM, so GRU should take less computational power. GRU has only
update and reset gates whereas LSTM has input, forget, and output gates. Authors in
[11] predicted crude oil price using hybrid approach integrating price forecasting time
series model based on the deep learning model. They select deep learning methods which
are LSTM and Deep Belief Network (DBN). Random Walk (RW) combined with DBN is
proven to be the best model over the others. Researchers in [12] proposed k-core decom-
position and LSTM to forecast the price moment of crude oil. The model was evaluated
on 10 different crude oil prices, and the performance shows better outcomes compared to
traditional predictive model, not only in petrochemical field that uses predictive model
but also financial field. In [13], Rikukawa et al. predicted the stock price using RNN
combined with dynamic time warping.
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2.3. Text embedding. Many achievements on NLP have inspired new researchers to
attempt text sentiment analysis or text embedding to extract feature from the text and
use for predictive models. For example, [14-16] combined stock price time series with
news to forecast the stock market sentiment. They take different approaches to handle
text. [14] used word2vec pre-trained model proposed by Mikolov et al. [17,18] in 2013.
While [15,16] used positive-negative count.
Tweet text has been used to predict sentiment of stock market price [19,20]. They both

used polarity score which classifies each work to whether positive, negative, or neutral and
then counts the number of each category to extract feature from text. Both works used
Näıve Bayes and SVM model to classify the sentiment. The accuracy is around 80%-90%
overall.
One of the researchers in [21], forecasts the market sentiment of 20 stocks in NAS-

DAQ100 index using both textual data and price data as inputs. News articles were
processed to numerical data by two different methods called Loughran and McDonald
(L&Mc) and AffectiveSpace. Rain forest, support vector machine, and feed forward neu-
ral network were applied for financial time series data. The integration between textual
data and price data performs far better than price data alone. However, the performance
of textual and price data together is not significantly shown of the outstanding outcomes.
Majority existing works focus on stock and crude oil time series data to predict the

future sentiment of the products. In other words, the problems are simplified to binary
classification, whether the products going up or down compared to the present. Moreover,
many researches used either only price or text sentiment as inputs without other numerical
indicators. In this study, the integration of time series price, numerical indicators and
text sentiment is investigated with deep learning regression models.

3. Methodology. This research proposes new deep learning-based forecasting models
that incorporate classical time series autoregressive model, numerical indicators, and news
embedding text features as prediction model inputs. Data are gathered from various re-
liable sources. Next, textual data need to be converted to numerical data. Even though
Bidirectional Encoder Representations from Transformers (BERT) [22] has been proven
to be one of the best algorithms for many tasks in NLP, they are large models. The
smallest BERT consists of 12 encoder layers and 110 million training parameters. While
the dataset on this study has only 371 training data points which is quite small and lim-
ited. Therefore, GloVe is selected for word embedding in this study due to its simplicity
and efficiency. Wording sentences are applied with GloVe pre-trained text embedding to
constructing average feature vectors from energy news headlines, which are then stacked
to prices and numerical indicators time series data. Finally, this study employs ANN and
RNN models to forecast the plastic resin price following by evaluation step to measure
the performance of the models.

3.1. Data collecting. The stage of collecting data is important for the successive stages
to come, as it is a foundation to build good models. The data must be reliable, accurate,
and complete. The first dataset is the plastic resin price dataset which is the target
of the regression problem in this study. The data is retrieved from one of the global
petrochemical leaders as mentioned earlier. This dataset is a daily time series data from
middle of 2014 until end of 2021.
Other numerical indicators, related to the plastic resin price, consist of 20 features

obtained from Independent Commodity Intelligence Services (ICIS), a global marketing
intelligence organization trusted by most of players in the petrochemical industries. In-
dicators include 5 kinds of crude oil prices, 3 kinds of naphtha prices, 4 kinds of ethylene
prices, and 8 kinds of polyethylene prices as weekly time interval from middle of 2014
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to end of 2021. Crude oil, naphtha, and ethylene are raw material of plastic resin, while
polyethylene is the kind of main product in this study.

News headlines are collected from Seeking Alpha (https://seekingalpha.com/) website,
which is the world’s largest investing community. The news articles are chosen under
energy news section since they are the most related topic and contain sentiment features
of the petrochemical industries. To explore and get some ideas about the text dataset, the
highest frequency words after removing stop words are also examined with wordcloud. The
picture shows many significant words in petrochemical industries such as Exxon, Chevron,
and Shell who are global petrochemical suppliers or products in petrochemical industries
such as natural gas or crude oil.

3.2. Data preprocessing. Initially, the frequency of datasets time series observations is
not the same, so they need to be adjusted to have the same frequency before processing
farther. The frequency of target price and news articles is daily while other indicators
frequency is weekly. Hence, there are two options, whether to upsample other indicators
frequency to daily or downsample target price and text news to weekly. In this case, to
avoid the bias of prediction of upsampling, downsampling is used. Therefore, the target
price and news dataset are decreased the frequency of the observation from daily to weekly.
Target price dataset is applied of Quantity-Weighted Average Price (QWAP) formula as
shown in (1). It is worth noting that applying down-sampling method to input dataset
will also affect the output of the models. In other words, the models specifically received
weekly dataset as input and predict time series weekly outputs.

QWAP =

∑
(Unit Price ∗Quantity)∑

Quantity
(1)

Next, the target price for this regression problem is defined as a time series label in (2)
where t is the number of time steps of the data, y0 and y1 are one week apart.

y = [y0, y1, . . . , yt] (2)

However, after observing the price moving trend, they are still fluctuating since these
plastic resins are premium products. Premium products can be sold on different price
ranges depending on the locations and types of customers. To make the model be able
to predict the price and identify the overall trend, this target price dataset needs to be
smoothed out. In financial field, there is a method called moving average which is usually
used by traders and technical analysts to investigate the price movement of stocks. It
is simply an average of sequential data points over a given time period. In this study
volume weighted moving average is used. The longer the period, the smoother the curve.
The effect of 1-week, 4-week, and 16-week volume weighted moving average is illustrated
in Figure 1. The red line is the price average over a week, while the blue line is the price
average over 16 weeks which becomes a lot smoother than the red line. After experienced
with multiple volume weighted moving average time period, the period greater than 16-
week will slightly smoothen the moving average line but the models will have less training
points. Therefore, for optimal benefits, the period of 16 is chosen to be the final target
dataset in the regression problem. The selling price values are removed from y axis for
confidential reason for the company who provides this dataset.

For the other indicators dataset, there are some missing values in number indicators,
so they are filled with the average between the previous time step and the next time step.
Next, as these features need to be fed to the deep learning models and used to update
the weight parameters through gradient descent during backpropagation, they should be
scaled to the same range with standardization to ensure that the gradient descent moves
smoothly towards the minima and that gradient descent steps for all features are updated
at the same rate. Moreover, standardization can help to speed up the convergence and
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Figure 1. Target price on different volume weighted moving average

make each individual indicator contribute to the models equally. In this particular study,
StandardScaler() from scikit-learn is used.
Lastly, the text information is unstructured data which cannot be input directly to the

models. As the news dataset needs to downdample from daily to weekly, all the headlines
news is concatenated to multiple sentences over a week. The long lines of text must be
tokenized to small pieces of token or word. Since the tokens in each row (each week)
are of varying length, padding must be utilized to make all the text input have the same
length. When examining the token lengths in the dataset, most of the text have 1,000 to
1,300 tokens long. Even though the longest token text is almost 2,000 tokens long, 1,300
is selected for the padding length. If 2,000 padding is selected, this only adds padding
token (0) to most of the text that would not help model to learn anything worthwhile
and on top of that it increases the computational cost which will slow down the training
duration. Then each token word is converted to token id corresponding to GloVe pre-
trained embedding weight matrix. Finally, text dataset is converted to a sequent of 1,300
token ids on each time interval (weekly).

3.3. Predictive models. The goal of this research is to build a predictive model that
can deal with complex data structure. Thus, two kinds of models, namely ANN and RNN,
are chosen, ANN is flexible and powerful while RNN, are designed to handle time series
and complex data structure. Although GA in ANN-GA can find better subsets of input
variables for feeding into ANN, in this project, we will evaluate only normal ANN. The
reason is that there are limited features to feed the model. Taking out some of the features
can lead to overfitting problem. For the RNN, even though there are more sophisticated
RNN models like LSTM or GRU that are built to solve problems that require long-term
temporal dependencies, this problem is only studied on 2-4 previous time steps (window
size). Moreover, as the tanh activation function inside the RNN cell is main root cause for
vanishing gradient as backpropagating back over multiple time step, ReLU can be used
instead of tanh. Therefore, the vanishing gradient will not be the problem.
Since both ANN and RNN need to convert token ids to vectors, pre-trained GloVe

weight matrix is loaded to embedding layer. However, since this weight matrix is already
pre-trained and would already capture most of the semantic properties of the data, this
embedding layer will be frozen at the beginning of the training process. After the models
converge to the minimal training loss, this embedding layer will be unfrozen and finetuned
the weight to improve the overall performance of the model. The embedding layer is simply
a look up matrix. Each row is a vector corresponding to a token id of the row number.
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In this study, glove.6B.50d is used to extract the text features, and hence each token
id is converted to 50-dimensional vector. To get the weekly news embedding vector, an
average of all vectors over the week is calculated as (3) where n is the number of words
in all sentences. This will be done in embedding bag layer.

Vecsentence =

∑
Vecword
n

(3)

Target price, numerical features and text features are concatenated to train models.
This input features can be defined as a matrix (4) consisting of F rows and t columns,
where F is the number of features and t is the number of window sizes. The result is a
71-dimensional vector constructed with 20 features from numerical indicators, 50 features
from text embedding vectors, and 1 feature from target price.

The window size is a hyper parameter and varies on this study to see the effects of
different window sizes. For instance, the time-series windows size of 4 means, the current
time step is input along with 4 previous time steps to train the model. The intuition is
that the noise held in one time step may reduce by learning from multiple time steps.
However, too large windows size can lead to over fitting the model to the training data
and diminish model performance. Time-series window sizes of 2, 3, 4 are chosen in this
experiment.

X =

 x0(0) · · · xt(0)
...

. . .
...

x0(F ) · · · xt(F )

 (4)

Now all three datasets are preprocessed and ready to be fed to the models. There are
total of 371 records (rows) on the dataset as weekly frequency from 2014 to 2021. Hence,
if the window size is specified as 3, the total input will be 371−3 = 368. Then the dataset
will be split to 3 small sub datasets consisting of train, validation, and test set. Since the
dataset is small and overlapping sets of sequential data, it is not practical to shuffle the
data and randomly select train and validation chuck. In other words, cross validation will
not be utilized here. Thus, the dataset will be split to 3 parts and each part will be input
to the models at once.

In the case of ANN, the input matrix X of dimension F by t will be flattened down to 1
dimension of F × t elements before feeding to Linear layer with ReLU activation function
following by Batchnorm1D and Dropout (p = 0.5) layer. This combination of layers is
repeated multiple times (4 and 8) to make it comparable with number of layers in RNN.
The number of nodes in feedforward also varies as 64, 128, and 256 to make it comparable
with hidden size in RNN. The full model’s architectures are illustrated in Figure 2.

For RNN, the matrix input X can be directly fed to the model since RNN can deal
with time series data. The number of layers is varied as 4 and 8 as well as hidden sizes
of 64, 128, and 256. On the last layer, only the last time step will be passed to the single
Dropout (p = 0.5) and Linear layers.

The output of both ANN and RNN is a single value which is the predicted price of
plastic resin which later is used to compute the root mean squared error loss function by
compared with actual price. The gradient of the loss will be backpropagated to adjust
the weight of the models. Adam is used as optimizer with learning rate of 0.001. Val-
idation set is utilized to set a rule for early stop to prevent the overfitting. If there is
no improvement of validation loss in 100 epochs, the training process will be terminated.
After the models have learned to fit the training data, now ANN or RNN layers will be
frozen and embedding layer is unfrozen so it can finetune with this specific text dataset.
The finetuned training continues with 500 epochs on Adam optimizer 0.003 learning rate.
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Figure 2. ANN and RNN model architectures

4. Results and Discussion. The models are implemented with PyTorch, open-source
Python libraries for deep learning, on Visual Studio Code (VS Code). Some preprocessing
methods are retrieved with scikit-learn as discussed in methodology section.

4.1. ANN predictive models. First, ANN is examined by initializing with various
parameters including the number of nodes (64, 128, 256) in each Linear layer and the
number of layers (4, 8). Each individual model is tested with different window sizes input
from 2 to 4. Then the number of epochs before overfitting is recorded as well as root mean
squared loss values from training, validation, and test set. After finetuning of another 500
epochs, train, validation, and test loss values are tracked again. The complete records
are listed in Table 1. The window size of the input does not make much difference for
the training loss but have little effect on validation and test loss. As the window size
increasing, the validation and test loss tends to increase slightly. This causes by the
models that have remembered the long-time pattern in training set which differs from
validation and test set. After finetuning the embedding layer, the model can predict a
little closer to the actual prices.
Overall, the number of nodes in the hidden layers helps to reduce the number of training

epochs and the loss on the training set but this is the overfitting issue since it heightens
the loss on validation and test set. The number of hidden layers helps improve the models’
performance by lowering the validation and train loss although it does not show much
effect on the training set. Training on word embedding layer will modify the predicted
price more identical to the actual price.
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Table 1. Results of training ANN and finetuning embedding layer

Window
size

Nodes
Hidden
layers

ANN
parameters

Train only ANN layers
After finetuning

embedding

Epochs
Train
loss

Val
loss

Test
loss

Train
loss

Val
loss

Test
loss

2 64 4 22,209 3,832 208.79 17.22 28.96 207.66 16.94 29.34
2 64 8 39,361 3,924 206.83 15.77 18.21 207.86 17.65 16.99
2 128 4 68,993 2,611 152.22 17.35 22.29 149.02 22.29 19.10
2 128 8 136,065 2,596 150.17 21.10 26.03 150.68 26.58 26.26
2 256 4 236,289 1,766 110.66 31.29 16.00 109.25 37.40 15.58
2 256 8 501,505 1,764 110.54 25.88 38.81 111.27 37.48 42.27
3 64 4 26,753 3,827 208.96 18.29 24.93 206.78 18.51 24.08
3 64 8 43,905 3,861 208.13 17.36 21.21 207.38 21.42 21.27
3 128 4 78,081 2,593 151.86 22.60 14.46 149.30 22.77 15.86
3 128 8 145,153 2,603 149.14 23.62 27.45 149.62 35.70 32.15
3 256 4 254,465 1,758 110.29 32.04 23.88 109.54 45.86 32.03
3 256 8 519,681 1,784 109.84 32.72 44.40 110.87 30.83 36.78
4 64 4 31,297 3,941 207.06 16.91 18.21 208.34 17.87 20.55
4 64 8 48,449 3,841 207.80 20.07 18.12 208.88 23.15 20.02
4 128 4 87,169 2,578 152.76 24.38 15.20 149.80 23.88 15.91
4 128 8 154,241 2,600 149.60 18.79 20.96 149.72 30.32 23.31
4 256 4 272,641 1,798 109.79 43.94 36.69 110.79 46.03 36.65
4 256 8 537,857 1,767 110.19 28.38 46.27 111.34 36.72 51.60

4.2. RNN predictive models. In the case of RNN, since the RNN structure is more
complicated than ANN, the results are not obvious. However, as tabulated in Table 2,
it can be summarized as the following. When the window size increasing, the number
of epochs also increases as well as validation and test loss. The train loss reduces when
the window size and hidden size increase. The RNN models show more problem of an
overfitting since it is built to look back thru the time, so it can remember the pattern
of the training set. The overall validation and test losses are much higher than what
have got from ANN. Nevertheless, as appearing in Figure 3, which is the plastic resin
price prediction from RNN 256 hidden sizes and 4 layers, the data on the training and
validation set are on the different ranges. Even on the training set data itself, the prices
are varied from the upper most part to the very bottom, so it makes RNN a hard time
to learn this dataset. Then when the validation dataset is provided to the models, the
validation dataset comes in even lower range than training set and that why the RNN
models perform a little poorer than ANN. The training, validation, and test losses of
ANN are between 100-200, 15-40, and 15-40, respectively. While the training, validation,
and test losses of RNN are between 150-300, 40-70, and 40-70, respectively. RNN also
has more training parameters than ANN which could be another reason why RNN shows
overfitting problem. When the models have lots of training parameters, they tend to
remember data instead of looking for relationship in the data. Predicted prices after
finetuning the embedding layer show improvement. The predicted line is refined and gets
the new shape that is even closer to the line of actual prices.

5. Conclusions. The aim of this research is to develop a new approach for plastic resin
price forecasting in long-complex supply chain petrochemical industry in order to improve
the decision-making quality. This requires multiple sources of information to capture the
overall market sentiment so both numerical data from economic indicators and textual
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Table 2. Results of training RNN and finetuning embedding layer

Window
size

Hidden
size

Layers
RNN

parameters

Train only RNN layers
After finetuning

embedding

Epochs
Train
loss

Val
loss

Test
loss

Train
loss

Val
loss

Test
loss

2 64 4 33,793 1,396 254.55 39.10 39.64 255.49 32.85 38.47
2 64 8 67,073 1,113 275.31 54.50 41.69 277.35 60.65 41.94
2 128 4 124,929 882 200.91 54.98 42.71 200.08 62.49 43.61
2 128 8 257,025 992 195.58 76.54 71.65 192.88 57.60 71.60
2 256 4 479,233 1,686 156.12 55.61 60.89 152.23 57.32 66.96
2 256 8 1,005,569 1,528 156.80 47.93 56.44 153.19 46.39 56.01
3 64 4 33,793 1,960 206.29 49.28 46.12 206.91 50.20 45.49
3 64 8 67,073 954 228.98 55.67 37.47 228.84 61.90 36.80
3 128 4 124,929 1,823 155.76 46.87 65.74 153.99 47.34 64.40
3 128 8 257,025 1,322 179.40 46.79 43.47 183.15 46.62 41.43
3 256 4 479,233 1,460 143.29 43.10 54.27 142.21 31.93 50.61
3 256 8 1,005,569 1,344 146.20 33.70 51.32 144.65 25.22 43.06
4 64 4 33,793 1,759 208.63 45.94 50.02 203.98 56.02 52.58
4 64 8 67,073 1,099 215.42 56.91 42.17 212.09 34.41 37.95
4 128 4 124,929 1,527 127.12 42.07 53.19 153.87 30.70 45.86
4 128 8 257,025 1,243 167.90 38.49 39.11 167.85 54.22 48.35
4 256 4 479,233 1,997 135.23 37.33 51.88 134.06 29.64 50.74
4 256 8 1,005,569 1,497 145.39 46.33 43.15 143.73 35.99 34.91

Figure 3. Plastic resin price forecast from RNN 256 hidden size, 4 layers

data from news headlines are combined and used as inputs for the ANN and RNN mod-
els. Text inputs need to be converted to numerical representation before feeding to the
models, and hence pre-trained GloVe has been employed. The consequences of adjusting
the hyper-parameter, including window size, hidden size, the number of layers, hidden
layers, the number of nodes, have been explored. The state of finetuning the embedding
layer for extracting features from words is also evaluated. All models are trained for the
optimal condition that can generalize well to even new unseen data. Even though we
can force the models to train on more epochs and reduce the training loss, it will lead
to overfitting issue which reduces the price prediction accuracy on the validation and
test set. RNN tends to be strongly influenced by the training set compared with ANN.
As more data can be collected in the future, then, this larger dataset can help to solve
the overfitting issue. Moreover, the algorithms like GloVe are dependent on a large-scale
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dataset to become effective and lessen the overfitting issue. The results of this experi-
ment have proposed a new business strategy for plastic resin price prediction and shown
great potential models for practical use in real businesses. Not only the petrochemical
business, but also this can be applied to other business to forecast the prices of their end
products by utilizing the datasets with combination between textual and numerical data.
However, it is still too early to say that this is the best design. This is only the beginning
to make regression models based on a merger of text and number. We hope that this
contribution can offer some beneficial and enlighten more researchers to come up with
even more sophisticated and more accurate models in the future. One idea to improve
the models is changing the text feature extraction part from GloVe to a newer algorithm
like BERT. BERT can understand the context of language better than GloVe which leads
to better vector representations of the text which in turn can lead to improvement of the
models. Moreover, the textual dataset in this study is scraped from an online website.
Although it was chosen from specific section that is most related to petrochemical indus-
try and cleaned with various methods, it still contains a lot of noise in the dataset. With
a large amount of additional meaningless noisy information, it confuses the models to get
the accurate prediction. A company may put an effort to collect their own news dataset
instead of scraping from online website. Then, this dataset is a clean, reliable, accurate,
and complete dataset for specific price prediction of their own products. Obviously, it can
help the models to fit the data better.
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