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Abstract. The development of autonomous cars today cannot be separated from the use
of deep learning models. The deep learning model that is often used is the convolutional
neural network (CNN) model to detect objects on the street such as cars, traffic signs,
road markings and pedestrians, as well as to predict the steering angle of autonomous
car. On the other hand, the development of the Transformer model as object detection
and classification has also shown a rapid increase since the Transformer model was first
introduced in 2017. Several previous studies have shown that the use of Transformers
results in better accuracy compared to CNN. In this paper, we will discuss the use of
the Transformer model to detect objects on the street and to predict the steering angle of
an autonomous car. The experimental results using the simulator show that the Vision
Transformer (ViT) can be used properly to predict the steering angle of an autonomous
car based on previously detected objects with a mean squared error (MSE) value of 0.778.
This result is better when compared to the model developed by NVIDIA and the pre-
trained model VGG16.
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1. Introduction. The increasing development of autonomous cars today cannot be sep-
arated from the role of deep learning. Deep learning is used to detect objects on the road
that are in front of autonomous cars such as vehicle, pedestrians, traffic signs, and road
markings [1-3]. In addition, deep learning is also used to predict steering angle [4,5]. The
deep learning model is expected to improve the safety and comfort of autonomous cars
[6].

Several previous studies have used CNN as a deep learning model to detect objects
on the street and to predict steering angles. For instance, Kim et al. [7], Tarmizi and
Aziz [8], and Xu et al. [9] used CNN in their research to detect cars that will be used in
autonomous cars. Several previous studies using CNN to detect pedestrians have been
carried out by Pranav and Manikandan [10], Mounsey et al. [11], and Junaid et al. [12].
Detection of traffic signs for autonomous cars has also been carried out by many studies
using CNN, including by Zhou et al. [13], Vennelakanti et al. [14], and Ng et al. [15]. Road
markings in the form of lane lines detection have also been carried out by many previous
studies using CNN, including by Li et al. [16], Li and Li [17], and Wang et al. [18]. Several
previous studies to predict steering angle have been carried out by Bojarski et al. [19],
Zhang and Huang [20], and Singhal et al. [21]. In their research, they used CNN to predict
steering angle.
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On the other hand, Transformer since it was first introduced by Vaswani et al. [22]
in 2017 which was originally used for natural language processing (NLP), has now been
widely used as an object detection model. Dosovitskiy et al. [23] have introduced a Trans-
former model for object detection through Vision Transformer (ViT) in 2020. In their
research, Dosovitskiy et al. [23] stated that ViT achieves better results compared to CNN.
Several previous studies in the field of object detection using ViT have been carried out
by Panboonyuen et al. [24], Zhao et al. [25], and Park et al. [26]. From the results of
their research, it was found that the use of ViT is an approach using a new method with
promising image generalization capabilities and is not inferior to CNN.
In this paper, we propose the use of the ViT to detect objects on the street and predict

the steering angle of an autonomous car based on the detected objects. By using the ViT
model in predicting the steering angle of an autonomous car, the resulting accuracy can
be improved compared to the CNN model. In the next chapter, the proposed method and
the results of the experiments that have been carried out will be explained.

2. Proposed Method. Transformers are basically a sequence-to-sequence model used
for natural language processing (NLP) as first developed by Vaswani et al. [22]. Dosovit-
skiy et al. [23] then developed the Transformer model into a computer vision model for
detecting objects, named Vision Transformer (ViT). The ViT architectural model can be
seen in Figure 1.

Figure 1. ViT architecture

The image to be processed is split into multiple patches of the same size. Each patch is
then embedded into a vector set that represents each patch. To keep the original position
of each patch known, its position is also embedded using position embedding so that
the positions of each patch are not confused. The results of the embedding sequence are
then fed into the Transformer encoder for feature extraction. The results of the feature
extraction are then fed into a multi-layer perceptron for the image classification process.
The feature extraction process carried out by the Transformer encoder is inseparable

from the attention mechanism that is the hallmark of the Transformer model as proposed
by Vaswani et al. [22]. In general, the attention mechanism can be seen in Figure 2.
The attention mechanism performs a vector mapping of each image patch based on

Query, Key, and Value and assigns a weight to each of these parameters. The output of
the attention mechanism is a scaled dot-product which can be calculated using Equation
(1).
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Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1)

where Q is Query, K is Key, V is Value, and dk is the dimension of the Key.

Figure 2. Attention mechanism

To improve its performance, linear projection is used to form multiple attention. This
multiple attention is also called multi-head attention which can be calculated using Equa-
tions (2) and (3).

MultiHead(Q,K, V ) = Concat (head1, head2, . . . , headh)W
O (2)

head i = Attention
(
QWQ

i , KWK
i , V W V

i

)
, WQ

i ∈ Rdmodel×dq , WK
i ∈ Rdmodel×dk ,

W V
i ∈ Rdmodel×dv , WO ∈ Rhdv×dmodel (3)

where W is the trainable weight parameter matrices, dq is dimension of the Queries, dv is
dimension of the Value, dmodel is the final output feature dimension, and h is the number
of heads. In general, dq = dk = dv = dmodel/h.

Finally, the output of feed-forward multi-layer perceptron (FF-MLP) can be calculated
using Equation (4).

FF-MLP =
∑
i

GELU
(
qik

T
i + bi

)
vi + c (4)

where b and c are bias, and the activation function used is GELU.
The proposed framework of the ViT model for predicting the steering angle of an

autonomous car can be seen in Figure 3.
The first stage of the framework as shown in Figure 3 is the process of detecting objects

on the street. In this paper, the objects to be detected are car, motorbike, pedestrians,
traffic signs and lane lines. To be able to recognize these objects, the ViT model must
be trained first using the necessary datasets, namely the dataset of cars, motorbike,
pedestrians, traffic signs, and lane lines. More details about the training process can
be seen in Figure 4.

Before the training process, the image from the datasets must be pre-processed first to
remove if there are unnecessary parts such as trees, buildings, and the sky through the
cropping process. The resizing process is used to reduce the image size without losing
important information in it, thereby making processing time faster. In the pre-processing,
dark and blurring processes are also carried out to add a combination of datasets during
the training process so that the model can detect objects at night, rainy day, and dusty
roads. Through pre-processing, the object detection process can focus on the desired
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object so as to improve classifier performance [27]. The pre-processing steps can be seen
in Figure 5.
After the training process is complete, the ViT model can recognize the desired object

through the camera mounted on the autonomous car. Figure 6 shows the object detection
process.
The second stage of the framework as shown in Figure 3 is to predict the steering angle

of the autonomous car. The results of detecting objects on the street that have been
carried out previously become a dataset equipped with an actual steering angle value
label for each image. The dataset will be used in the ViT training process to predict
steering angle. The ViT training process can be seen in Figure 7.
After the training process is complete, the ViT model can predict the steering angle

based on the image input from the camera as shown in Figure 8.

Figure 3. Proposed framework for steering angle prediction

Figure 4. ViT training process for object detection

Figure 5. Image pre-processing steps

Figure 6. ViT object detection process
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Figure 7. ViT training process for steering angle prediction

Figure 8. ViT steering angle prediction process

3. Experimental Results. In this chapter, two experiments were conducted: the first
experiments to detect objects on the street which include cars, motorbikes, pedestrians,
traffic signs and lane lines; the second experiments to predict the steering angle of an
autonomous car based on the results of object detection carried out in the first experiment.
Both experiments used the standard ViT model architecture ViT-Base with 9×9 input
patch size with 12 layers, 768 hidden size, 3,072 MLP size, 12 heads, and 86M parameters
[23].

The datasets used to train the ViT model as an object detector are an existing secondary
dataset. Rearview car dataset was taken from Udacity (https://s3.amazonaws.com/udacit
y-sdc/Vehicle Tracking/vehicles.zip) for a total of 834 images. Motorbike dataset was tak-
en from http://velastin.dynu.com/videodatasets/UrbanMotorbike/mb75000.htm for a to-
tal of 7,500 images. Traffic sign dataset was taken from Kaggle (https://www.kaggle.com/
meowmeowmeowmeowmeow/gtsrb-german-traffic-sign) for a total of 4,272 images. Pedes-
trian dataset was taken from VIPeR as many as 632 images and lane line dataset was
taken from the TuSimple dataset for a total of 6,408 images.

The training process used laptop with i5-4200U CPU, NVIDIA Geforce 740M GPU
and 12GB memory. Using 100 epochs, the training process took about 3 hours to finish
training for each classification process. Figure 9 shows the results of object detection using
the previously trained ViT model. The result of object detection is a bounding box that

Figure 9. Object detection results
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appears on the detected object. Especially for lane lines, the detection is marked with a
green line.
In the second experiment, the dataset was taken from street images in Jakarta where

object detection had previously been carried out through the first experiment. The dataset
was collected using video to record the streets of Jakarta. The recorded video was then
split into image frames with a total of 36,000 frames for a 25-minute video. Each image
was labeled with a filename and steering angle value. A CSV file was generated which
contains the steering angle data for each frame as shown in Figure 10.

Figure 10. CSV data label

The training process used Google Colaboratory and took about 7 hours to finish the
training process. Using 300 epochs, the training and validation results are very convergent.
The results of the validation using 20% of the image dataset show a higher accuracy
value and a lower loss value compared to the training results. The value of training and
validation also tends to be stable. This condition indicates the model is not underfitting
or overfitting. The validation results show an accuracy of 0.865 and a loss of 0.231. With
this condition, the model can be generalized to other image data from camera [28]. The
training and validation results can be seen in Figure 11.

Figure 11. Training and validation results for steering angle prediction

Using a simple Python program, a simulator was created to show the position of the
rotating steering angle according to the predicted results from the trained ViT model
and display the predicted results and the actual value of the steering angle based on
previously captured 25-minutes video recordings. The video output is 25 FPS so there is
no significant screen display delay. Figure 12 shows the simulator used.
In this experiment, the predicted steering angle will be compared with the actual steer-

ing angle. Comparisons are also made with existing models. The comparison model used
in this experiment was the model developed by NVIDIA [19] and the VGG16 pre-trained
model using the same dataset. A graphical comparison per image frame can be seen in
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Figure 12. Autonomous car simulator

Figure 13. A graphical comparison between predicted and actual steering
angle using our model, NVIDIA, and VGG16 models

Figure 13. From the graph it can be seen that the mean squared error (MSE) value
obtained by our model for steering angle prediction is 0.778 compared to the NVIDIA
model and the VGG16 model of 1.248 and 3.004, respectively. The comparison results
can be seen in Table 1.

4. Conclusion. The ViT can be used properly to predict the steering angle of an au-
tonomous car with an MSE value of 0.778. With 25 FPS video output, there is no signifi-
cant delay caused by processing time. Our model yields higher accuracy compared to the
existing model developed by NVIDIA [19] and the VGG16 pre-trained model. With the
level of accuracy and processing time obtained in this experiment, the ViT can be used
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Table 1. Comparison results

Model MSE FPS
Our model 0.778 25
NVIDIA 1.248 25
VGG16 3.004 24

as an alternative to the CNN model in predicting the steering angle of an autonomous
car. Accuracy improvements can be made by adding datasets with more complex traffic
conditions and adding detection of on-road objects such as bicycles and trucks.
Further research can be carried out by adding a speed value label to the dataset used

so that the developed ViT model not only predicts the steering angle but also predicts
the speed control of an autonomous car.
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