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Abstract. Handwritten signature verification has attracted a lot of attention in recent
years for authentication purposes and yet, it is still prone to mistakes of human error.
Thus, with the development of deep learning, many methods of signature forgery classifi-
cation were proposed in previous studies. However, not many studies have addressed the
problem of imbalanced datasets which have been known to affect the models’ performance.
Therefore, this paper aims to solve the problem of imbalanced dataset by using transfer
learning and multiple data augmentations. Transfer learning provides efficiency by using
a pre-trained model for enhanced performance. Additionally, data augmentation applies
transformations to enlarging datasets. Hence, four approaches were evaluated in this
study. The first three approaches used a custom Convolutional Neural Network (CNN)
trained on different datasets: 1) an imbalanced dataset, 2) a balanced dataset, and 3) an
augmented balanced dataset. Meanwhile, the fourth approach used a pre-trained VGG16
via transfer learning trained on an augmented balanced dataset. The result of our study
shows that among our proposed approaches, the transfer learning of the VGG16 model
trained on an augmented balanced dataset outperformed the replicated baseline models
with 86.7% accuracy.
Keywords: Deep learning, Data augmentation, Imbalance, Offline signature verifica-
tion, Transfer learning, Convolutional neural network

1. Introduction. In recent years, biometric technology has become popular in informa-
tion technology due to its ability to recognize individual behavior or physical character-
istics such as fingerprints, DNA, voice, and signature [1,2]. For example, handwritten
signature verification is generally used due to its non-invasive characteristic and most
people have their unique signatures for authentication purposes such as banking, and pol-
itics. Nevertheless, manual handwritten signatures verification often causes mistakes due
to human error. Thus, many studies have proposed several approaches of identification
using Artificial Intelligence (AI) as a viable option to improve signature verification [3-5].
Generally, there are two types of signature verification which are online and offline veri-
fication. The online type uses features based on a signature track by using an intelligent
pen such as pressure, and coordinate. Meanwhile, the offline type uses bitmap images of
finished signatures for further analysis with image processing techniques [6-8].

Deep learning is a subfield of machine learning that replicates the human brain in
the form of a neural network for calculating and analyzing data. Although conventional
machine learning is still feasible, deep learning still provides better results than the former
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[9,10]. Due to deep learning influence, a lot of technologies have implemented computer
vision applications in daily lives such as moving object detection, image classification,
and object counting [11,12]. However, deep learning has the downside of requiring an
enormous amount of balanced data to avoid overfitting and achieve great results. Many
previous studies in signature verification have encouraged data augmentation or transfer
learning to handle the lack of data and avoid overfitting. However, only a few of them
have addressed the problem of imbalanced data in their studies [13-15]. Thus, this study
aims to create an offline signature verification with deep learning to solve imbalanced
dataset problems. For that purpose, we conduct several approaches for comparison using
our proposed Convolutional Neural Network (CNN) and transfer learning model with data
augmentation. The main contributions of this research are listed below:

1) Utilizing Gaussian noise injection to oversample the imbalanced handwritten-signature
dataset;

2) Improving the performance of deep learning models for signature verification by using
multiple data augmentation techniques;

3) Using CNN transfer learning method of VGG16 supported by multiple data augmen-
tation techniques to increase accuracy.

This research is composed of four sections. The second section presents the works of
previous studies regarding their methods and purposes related to this paper, the third
section explains our methodology in this study, the fourth section discusses the final result
of our experiment, and finally, the fifth section discusses our contributions of experiment
and possible future works.

2. Related Works.

2.1. Data augmentation. In previous studies, data augmentation had been used as a
technique to increase dataset size whether to improve generalizations, avoid overfitting,
or create a balanced dataset for image classification. For instance, in a study by Muljo
et al. [16], they used multiple data augmentations like random horizontal flip, scaling,
and center crop to increase data size and improve accuracy. A 5-crop augmentation was
used in a study by Pardamean et al. [17] to overcome the limited mammogram data
for breast cancer detection. Multiple data augmentations like rotation, flipping, shifting,
resizing and gamma correction was used in a study by Kashyap [18] to multiply data
size and avoid overfitting. Meanwhile, Suharjito et al. [19] used data augmentation to
avoid overfitting by using a modified version of 5-crop augmentation called 9-angle crop.
Other studies such as the ones from Gunawan et al. [20] and Dominic et al. [21] used data
augmentation to handle imbalanced data and generate more data by combining random
background noise, shearing, brightness, and zoom adjustment. These previous studies of
data augmentation had proven to be useful for image classification in deep learning.

2.2. Transfer learning. Transfer learning had been used in previous studies by imple-
menting a pre-trained model to improve deep learning model of another classification
problem by providing an easy and faster new training segment while avoiding overfitting.
For instance, EffecientNetB0 was used in a study by Gunawan et al. [20] to avoid overfit-
ting in their owl sound classification. In another study by Muchtar et al. [22], YOLOv3
was adopted to develop a swift computing process for pedestrian detection systems. Oth-
er studies like Pardamean et al. [23] proposed using AlexNet, VGG16, GoogLeNet, Res-
Nets, and DenseNet121 which had been pre-trained on ImageNet to accommodate small-
er datasets. Transfer learning was also proposed in Harsono et al.’s [24] research using
I3DR-Net to increase performance and reduce training time for lung nodule detection
to determine malignancy. Other examples could be found in the work of Marcellino et
al. [25] as they implemented the UNET++ model with VGG backbone to improve deep
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learning model in the crowd counting system. These previous studies of transfer learning
had proven to be useful for image classification in deep learning.

2.3. Handwritten signature verification. Besides this study, there were other studies
regarding handwritten signature verification as well. For instance, both studies by Ala-
jrami et al. [7] and Kiran et al. [26] used CNN for template matching to identify whether
the image match input is similar to the given template and both results achieved 99.7%
accuracy. Merlin et al. [27] used CNN with data augmentation consisting of rescaling,
zoom range, horizontal flip, and resizing with transfer learning of AlexNet and LeNet.
Other studies like Pinzón-Arenas et al. [28] proposed the use of DAG-CNN with random
shifting augmentation which achieved an accuracy of 99.4%, Rabbi et al. [29] proposed the
use of CNN with rotation, shifting, and zooming in and out augmentation which resulted
in 98.33% accuracy, and Yapıcı et al. [30] used CNN with cycle GAN augmentation to
achieve a better result of CNN models for offline signature.

Meanwhile, a study by Longjam and Kisku [31] used AlexNet, VGG16, and VGG19
model with Support Vector Machine (SVM) classifier for comparison and VGG16 achieved
the best accuracy of 86.8%, false acceptance rate of 38, and rejection rate of 4.6. Manikan-
tha et al.’s [32] study compared different sets of classifiers such as linear regression, Gauss-
ian Näıve Bayes, K Nearest Neighbor (KNN), and SVM in four models of transfer learning
such as VGG16, MobileNetV2, DenseNet121, and Xception tested on different datasets.
As a result, the VGG16 model achieved the best Euclidean distance of 100% accuracy on
the Cedar and Kaggle datasets. Jahandad et al. [33] compared two models of InceptionV1
and InceptionV3 for the signature verification which resulted in 83% and 75% accuracy,
respectively.

Previous studies introduced different data augmentations and CNN architectures with
various results. However, there were two points that made this study different. The first
one was utilizing data augmentation twice to balance our dataset first before further
expanding its size. Thus, the dataset is both balanced and larger which can yield better
results for deep learning models. The second one was comparing our approaches using
the dataset before and after data augmentation.

3. Methodology. In this study, we proposed the four approaches we had taken. The
first three approaches used a custom Convolutional Neural Network (CNN) trained on
different datasets: 1) an imbalanced dataset, 2) a balanced dataset, and 3) an augmented
balanced dataset. Meanwhile, the fourth approach used a pre-trained VGG16 via transfer
learning trained on an augmented balanced dataset. To explain those four approaches,
this section covered our methodology consisting of the dataset, image processing, model
architecture, and training configuration.

3.1. Dataset. We used a dataset called “handwritten signatures – Genuine and Forged
Signature Examples” from the public Kaggle repository. The dataset had four folders
and each folder contained 180 images mixed with the real and forged signatures, adding
up to the total of 720 images. After further analysis, there were a total of 144 different
types of signatures based on two factors which were whose signature and the signature
authenticity. For instance, the signature belongs to person A but the one who wrote it
is person B which means that the signature is forged. Thus, we divided the main four
folders into 144 folders based on the previous category statement.

3.2. Image preprocessing. After sorting out the folders, we split the dataset by col-
lecting the first and second images from each folder into the test data while leaving the
rest for training data. During the process, several folders had a smaller number of images
than the others so we decided to take only one image out. As a result, we obtained 287
test images and 433 training images. Considering that some training folders only had two
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to four images, the dataset became imbalanced. Hence, we added more images using data
augmentation until each folder contained four images by injecting noise of Gaussian blur
with the kernel size of five. Figure 1 shows the example images of the dataset. Thus, our
training dataset consisted of 576 images. Moreover, we split 20% of the training data as
the validation data during the model training process.

(a) (b) (c)

Figure 1. The example of images from the dataset: (a) Real signature,
(b) forged signature, and (c) blurred real signature

Furthermore, to expand our dataset for the third and fourth approaches, we used data
augmentation again such as Gaussian noise injection with the kernel size of three, in-
creasing and decreasing brightness by 20 pixels, and zooming in the images to 80%. The
examples of data augmentation can be seen in Table 1. Therefore, the dataset expanded
from 576 images to 2880 images and each folder contained 20 images.

Table 1. Examples of data augmentation for image

Image with
Gaussian

blur (3, 3) kernel

Image with
20-pixel

brightness

Image with
20-pixel

dark contrast

Image with
80% zoom-in

3.3. Model architecture. In this experiment, we used two models which were our pro-
posed CNN model for the first three approaches and VGG16 for the fourth approach.
Both models had the same input size of 224 × 224 and the output was classified using
Support Vector Machine (SVM) to determine whether the signature was real or forged.
First, our proposed CNN architecture consisted of five convolution layers and five max-
pooling layers and finally, a Multi-Layer Perceptron (MLP) block consisting of a flatten
layer, a dropout layer, and two dense or fully connected layers. The detail of our proposed
CNN model could be seen in Figure 2.
Second, we used a pre-trained model of VGG16 via transfer learning for our fourth ap-

proach. Transfer learning had proven to be efficient and useful for achieving high accuracy
in previous studies [17,20]. Thus, we chose a pre-trained VGG16 model due to its imple-
mentation of a kernel size of three instead of five or more for less parameters and more
efficiency plus stacking two or three layers provided deeper results for a more discrimina-
tive decision making in the model [34]. The VGG16 model contained pre-trained weights
from ImageNet and consisted of 19 layers which were all frozen so that the model could be
implemented immediately. Moreover, we added the same MLP block from our proposed
CNN by removing the top layers from VGG16 to match our needs of classification. The
detail of the VGG16 model could be seen in Figure 3.
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Figure 2. Proposed CNN model architecture

Figure 3. VGG16 model architecture

3.4. Training configuration. For our model training segment, several hyper-parameters
such as a dropout layer with a factor of 0.5 and an L2 kernel regularizer of 0.1 in both
dense layers were added for better generalization and SVM classifier. Then, we used Adam
optimizer with the learning rate of 0.005 and squared hinge as the loss function for further
optimization. Finally, all models were trained for 20 epochs equipped with an early stop-
ping function in case the result was stagnant. Once the training was finished, the models
were used to predict accuracy, precision, and F1-score results from the test dataset.

4. Result and Discussion. Table 2 shows the comparison results of accuracy, precision,
and F1-score for our four approaches which were taken from the models’ prediction on
the test dataset.

Table 2. Comparison of model performance

Approaches Accuracy Precision F1-score
Custom CNN trained on imbalanced dataset 52.9% 0.0559 0.1059
Custom CNN trained on balanced dataset 72.8% 0.7552 0.7346
Custom CNN trained on balanced dataset with da-
ta augmentation

83.2% 0.8181 0.8297

VGG16 model on balanced dataset with data aug-
mentation

86.7% 0.9510 0.8774
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Based on the first and second approaches, the results from the latter model are better
than the former because the second one used a balanced dataset. This proves that using
a balanced dataset allows the model to generalize better than the ones trained on the im-
balanced dataset. Meanwhile, by comparing the second and third approaches, it appears
that the third approach has the better results because the third model had a bigger size
of training dataset than the second approach. Thus, it is proved that using data augmen-
tation increases the model performance for signature verification. On the other hand, by
comparing the fourth and the third approaches, the fourth model has better results which
shows that transfer learning supported by data augmentation improves performance. This
could happen because the pre-trained weights were obtained from ImageNet, allowing the
VGG16 model to capture more relevant features from our augmented balanced dataset
for better performance.
Table 3 shows the comparison results using the proposed VGG16 model as our best

approach with other CNN models from other studies by replicating and testing them on
the same augmented balanced dataset that was used for our third and fourth approaches.
However, we changed their top layers using an MLP block from our proposed CNN and
used the same hyper-parameters in the training configuration to match our needs. As a
result, our approach achieves better results compared to the replicated baseline models.

Table 3. Comparison to other methods

Method Accuracy Precision F1-score

The proposed VGG16 model 86.7% 0.9510 0.8744

Alajrami et al.’s CNN model [7] 49.8% 1.0 0.6651

Rabbi et al.’s CNN model [29] 86.0% 0.8181 0.8540

InceptionV3 model [33] 83.6% 0.7062 0.8112

5. Conclusions. This paper explains how the dataset can affect the results of the sig-
nature verification on imbalanced data, balanced data, augmented balanced data, and
augmented balanced data with transfer learning. We proposed using Gaussian noise in-
jection to oversample the imbalanced dataset problem. Thus, by comparing the result of
the first and second approaches, it was proven that using Gaussian noise injection could
oversample the imbalanced dataset problem. Next, we also proposed using multiple data
augmentation techniques to improve the model performance by adding more augmented
images. It had been proven from the results of comparing the second and third approach-
es that our proposed data augmentation techniques could improve the performance of
our proposed CNN model. Finally, we proposed the use of transfer learning of VGG16,
supported by multiple data augmentation to improve its performance. By comparing
the third and fourth approaches, transfer learning of VGG16 has better results than the
previous approaches. Moreover, our proposed VGG16 model managed to outperform the
replicated models from previous works.
For future works, the performance of signature verification models can be further im-

proved by expanding the dataset size for both training and testing using other types of
data augmentation to improve data generalization and avoid overfitting. Another idea
that could be done is unfreezing some of the layers of VGG16 to be fine-tuned for signa-
ture verification. Thus, a comparative study of how many blocks should be left unfrozen
can also be conducted in the future.
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