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Abstract. Batik is a fabric art originally from Indonesia which is a technique that uti-
lizes hot wax to draw a specific design and motif on a fabric. As part of many efforts
in preserving batik in Indonesia, this research study undertakes a technology approach
to digitize batik pattern and motifs and learn how to identify the patterns for future
reference. The research study focuses on using one of Indonesia’s diverse batik motifs,
known as Batik Lasem, that are well-known for their distinctive pattern. In this paper,
we manually collected around five thousand unique samples of Lasem-batik motifs and
used them as machine learning (ML) data using modified convolutional neural network
(CNN) architecture with Tensorflow 2.0 and Keras library. This paper focuses on the
implementation of data augmentation to explore how well it could improve our ML mod-
el in training and validating the data. By evaluating accuracy, loss, and mean squared
error (MSE) scores, we tried to investigate the performance of our developed ML model
and focused on the data augmentation implementation to investigate any improvements
in the process of training and validating ML data. Further analysis by using precision,
recall, and F1-scores was also conducted to analyze which batik motifs fit better in our
developed ML model.
Keywords: Lasem-batik, Image augmentation, Modified CNN, Machine learning, Per-
formance analysis

1. Introduction. As a handmade fabric art originally from Indonesia, the word ‘batik’
is also known as a drawing technique on a fabric using dots and lines of hot wax. Based
on the root name, batik comes from the Javanese words ‘amba’ which means ‘to write’
and ‘titik ’ which means ‘dot’ [1].

As one of the national cultural signifiers, the diversity of batik can be easily found in
various regions in Indonesia, especially on the island of Java [2]. By looking at the motifs
and patterns, people can easily distinguish the origin of the batik.

One well-known batik in Indonesia is known as ‘Batik Lasem’, which originated from
Lasem, in the Rembang area of Central Java. This location is known as a melting pot
of Javanese and Chinese cultures where they influenced a lot of the characteristics of the
pattern and motifs of Lasem-batik [3]. Some of the unique motifs of Lasem-batik are
Gunung Ringgit, Watu Pecah (Kricak), Latohan, Nyuk Pitu and Seritan [4].

Preservation of batik in Indonesia is important to be carried out so as not to be eroded
by the march of time [5]. The objective of this research study is to utilize advanced
technology to digitize one set of Indonesian batik motifs, known as Batik Lasem. Hence,
in this paper we are discussing more focus on the development of a machine learning (ML)
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model with modified convolutional neural network (CNN) architecture that could be used
to learn, identify, and predict the Lasem-batik motifs for future reference for the younger
generations.
The CNN is one of artificial intelligent algorithms which has been widely used to work

with an image and assign learnable weights and biases to specific aspects in the image
that could differentiate one from the other [6]. Hence, this algorithm is used in this study.
In this study, data augmentation techniques have been added as additional hidden layer

of CNN structure, to explore the possibilities of producing better performance results of
the ML model. Further performance indicators, such as mean squared error, precision
and recall, and F1-score, have been used to support the finding.
The following sections discuss further about the number of related studies, followed by

methodology and technology approach, then implementation, test result with discussion,
and closed with conclusion and possible future work.

2. Related Studies. A number of studies have been done in digitizing and learning to
classify batik motifs and patterns using a technological approach. Based on these studies,
it can be seen how CNN architecture can be utilized to identify and predict the batik motifs
and other image classifications scenarios. However, some limitations were still found from
the studies as follows.
In 2017, a research study by Handhayani et al. [7] utilized shallow and deep learning

approaches for classifying batik motifs. Another research study by Wicaksono et al. [8]
also implemented a modified CNN architecture for batik motif image classification.
Based on these two studies, they successfully achieved an accuracy score for their clas-

sification model of up to 70% [7, 8]. It is believed that this low accuracy score was a result
of the limitations of the training data set.
In addition, a number of research studies in computer vision have been implementated

of CNN architecture, such as for land usage image classification scenario [6] and also even
a teoritical research in modified CNN [9]. These studies have explored further the usage
of CNN architecture to improve accuracy result for image classification scenario which
can be adopted in our study.
As a continuation of previous work of [4, 10], in this paper, we are focusing on using

Lasem-batik’s motifs as the data set for a proposed ML model. Lasem-batik is known for
its strong colors and complex motifs compared with other batik motifs in Central Java
[11].
Following scenario study by [8] and modified CNN model [9], in this paper, we were

implementing modified CNN architecture for image classification for our Lasem-batik mo-
tifs dataset with ADAM optimizer based on additional image augmentation and dropout
layers. Image augmentation was implemented to increase the diversity of our batik motifs
dataset for training models, without actually collecting new data.
Next, the following section will discuss more on the methodological and technological

approaches.

3. Methodology and Technology Approach.

3.1. Methodology. As the methodology for this research, this research study imple-
mented a quantitative method by conducting experimental testing for our ML model
based on modified CNN architecture with and without image augmentation. Please refer
to Figure 1 for the research methodology.
Based on Figure 1, we implemented a supervised learning by labeling the dataset based

on five different classes based on the Lasem-batik motifs (Gunung Ringgit, Latohan,
Kricak, Seritan and NyukPitu). Then, by utilizing Tensorflow 2.0 and Keras library, we
used this labelled dataset for two different scenarios.
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Figure 1. Research method of ML with modified CNN architecture with
and without image augmentation

For the first scenario, we train and test the dataset with only using pre-processing
dataset, while for the other scenario we added data augmentation layer into pre-processing
dataset. Data augmentation layer has been added by calling augmentation functions such
as “rotation”, “flip” and “zoom”.

After that, for each scenario, we divided 80% of the dataset for training and 20% of
the dataset for validation. And we conducted a similar procedure for the model training
steps and testing.

3.2. Modified CNN based on image augmentation and dropout. CNN or convo-
lutional neural network is an image processing algorithm often used in computer vision.
CNN is a multilayer system consists of the input layer, output layer, and a hidden layer
that comprises multiple convolutional layers, pooling layers, fully connected layers [6].

In this study, all the CNN structure models were implemented by using Tensorflow
version 2.0 and Keras library. These two libraries are based on Python and they are
widely utilized to build training models to help data scientists to learn and predict [12].

This research study constructs two different CNN structure models, each for model
without image augmentation, as shown in Figure 2 and the other with image augmenta-
tion, as shown in Figure 3.

Figure 2. CNN structure model without image augmentation

In this structure model, it contains an input layer, a rescaling layer, six hidden layers
composed of convolution and pool layers, a flatten layer and two dense layers before the
output layer as the connection layer. The activation functions of the layers, except the
output, are all rectified linear unit (ReLU) functions. The two-dimensional convolution
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Figure 3. CNN structure model with image augmentation and dropout

operation is carried out by Conv2d function and pool operation by MaxPooling2D function
from Tensorflow and Keras library.
The mathematical model representation utilized in this study follows a generalized

computation node value function for neural network with multiple hidden layers and
multiple nodes in each of the layers. The mathematical expression can be written as
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where we have a as units of hidden layer, b as units of next hidden layer, x as input layer,
θ as weights matrix, and L layers with n nodes and L− 1 layer with m nodes for a, and
i, j, k nodes for b.
Hence, by following the same model representation mathematics, this second CNN

structure is still implementing similar hidden layers from the first CNN structure model.
However, we modified the CNN hidden layer by adding data augmentation layer as the
additional input and also added Dropout with value before the connection layer.
The data augmentation layer works as image augmentation process that implements

random vertical and horizontal flip functions, random zoom in/out functions and random
rotation function. Further description on the process and the examples are discussed on
the implementation section below.

3.3. Evaluation techniques. In order to evaluate the performance of our developed
ML model, we measured the accuracy and loss scores for every iteration of training and
validating the ML data set.
The mean squared error (MSE) of prediction was commonly used as a criterion for

selecting variables [13]. This evaluation test contributes significantly in estimating the
values of the predictor variables associated with future observations and the magnitude
of the expected variance compared with commonly used criteria.
Next, the two evaluation methods “Precision” and “Recall”, are commonly suggested as

an appropriate evaluation of the classification of imbalanced data [14]. A perfect precision
score of 1.0 means that every result retrieved by the model was relevant whereas a perfect
recall score of 1.0 means that all relevant data sets were retrieved by the model.
Last method is “F1-score” where it can be used as an additional method that is com-

monly used to combine precision and recall into a single measure [15]. The next section
describes further the machine learning model implementation and how it was tested.

4. Implementation, Test Results and Discussion. This section describes the im-
plementation, test result, and discussion into three different parts based on the CNN
structure model layers explained in Section 3.
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4.1. Part 1: Preparing and building an input pipeline. The data sets that we used
for this study were collected manually from a variety of Lasem-batik images. Around one
hundred Lasem-batik linens were digitized and sliced into individual motif data with a
specific size and resolution based on five different classes, which were labeled: ‘Gunung
Ringgit’, ‘Watu Pecah (Kricak)’, ‘Latohan’, ‘Nyuk Pitu’, and ‘Seritan’ motifs. All images
on the data sets were sliced into 28× 28-milimeter squares and had a 72× 72 resolution.

In addition, these data sets were also validated by a Lasem-batik expert to make sure
of the validity and reliability. This step was important to ensure our ML model could
train efficiently with high accuracy and low loss.

For setting up the environment, we started by creating an image classifier. For this
purpose, we used a ‘Sequential’ model. Then, we imported our prepared data set from
Lasem motif images that had been labelled. As mentioned previously, for the training, we
used a total of 5671 Lasem motif images that had been grouped equally into 5 different
sub-directories which were representing each label/class.

The pre-processing module from Keras library was used to build the data set as the
input pipeline. For the initial steps, a number of parameters were set, such as batch-size
and size of input image. In order to avoid over-fitting of the data, in this experiment, we
set the batch-size value with a common mini-batch size of 32. We also set the dimensions
for the input image value to 28× 28 millimeter, which was following the minimum size of
our data sets.

To avoid a bottleneck of data while we trained the data set in the model, there were
configurations required to make sure of the stability of the training performance. The
first configuration was utilizing buffered perfecting. This configuration was important in
loading the data to avoid blocking when we yielded the data. For the second configuration,
the cache was also implemented to make the images stay in memory after being loaded
in the first place.

Normalizing the data sets was also an important step in preparing and building the
input pipeline. Our data used the standard RGB (Red Green Blue) color format which
has channel values from 0 to 255. This value was not ideal for a neural network. Hence,
a rescaling layer was required to standardize the value into range from 0 to 1. For this
purpose, a rescaling package from Keras could be utilized. In addition, since the data sets
for this model had homogeneous sizes and dimension, we did not have to worry about
resizing our data sets.

Before we continued the next stages, in investigating how well data augmentation
worked for our model, we implemented and tested parts 2 and 3 below in parallel, by
using the same pre-processing data sets as the input pipeline. Further detail about the
implementation and test result for each stage is explained below.

4.2. Part 2: Creating and compiling the model. Based on the CNN structure model
in Section 3, both our models were set to have three different two-dimensional convolu-
tion blocks followed by a max pool layer for each block. As a standard approach, three
different filter values were set, which were 16, 32 and 64 units, to set up a different level
of dimensional output for each convolution block. In addition, we also set up the ‘relu’
activation function for each block to fully connect with a 128-unit output.

After creating the model, the training and validation accuracy can be seen for each
training iteration. For each iteration, it passed the metrics argument that had been com-
piled by optimizer ‘Adam’ and the losses ‘SparseCategoricalCrossentropy’ functions.

Then the model was run using training and validation data sets with the ‘model.fit’
function. In this experiment, the data was trained with 30 iterations as the default setting.
However, we implemented the ‘EarlyStopping’ class from the Callbacks package. This class
stopped the training when a monitor metric had stopped improving. This method was
useful to avoid over-fitting in training iterations.
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Using the ‘EarlyStopping’ class in the Callbacks, we could specify the variable that
was being monitored. In this case, we used the ‘Validation-Loss’ variable to monitor the
improvement metric. We set the mode with ‘min’ value to set the training to stop when
the quantity monitored had stopped decreasing. We set the Patience properties to 3 as
an accepted number of iterations with no improvement after which training would be
stopped. Hence, we could get the number of actual iterations required for the model to
train the data sets. Figure 4 shows the result of the training iterations.

Figure 4. Accuracy, loss and MSE scores for default training data sets

Based on Figure 4, the training was stopped after 16 iterations. In this model approach,
the accuracy score for training started from 71.9% and increased up to 99.7% in the 16th
iteration. However, the accuracy score for validation was 87.8% in the beginning and
only reached 97% in the 16th iteration. Based on loss scores, it showed an improvement
from 77.8% to 1.03% for the training data sets and 36.7% to 7.2% for the validation data.
Based on the results, it showed that both the training and validation accuracies were
increasing linearly over time.
Based on the MSE scores between training and validation data sets, it can be seen

that the training MSE had a slightly higher score compared with the validation data sets,
except for the 15 iterations onward, it seemed the graph showed the opposite trend.
Even though there was no sign of the over-fitting phenomenon, the plots show that

there were several spikes happened, especially for the validation curve. It showed that
there was a drop of value in accuracy for a number of iterations.
We analyzed in more detail about the performance of the model without data augmen-

tation. Further analysis was conducted to measure precision, recall and F1-score by using
a classification report from the Sklearn metrics package. The results can be seen in Table
1 below.

Table 1. Performance evaluation of class name without data augmentation

GnRinggit Kricak Latohan NyukPitu Seritan Overall

Precision 0.944751 1 0.98227 1 0.952206 0.975845
Recall 1 0.984615 0.95189 0.985714 0.970037 0.978451

F1-score 0.971591 0.992248 0.966841 0.992806 0.961039 0.976905

This result was compared with the results from the model with data augmentation data
sets explained in part 3 below.
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4.3. Part 3: Implementing data augmentation. As mentioned earlier, this stage
was conducted in parallel with part 2. In this stage, we explored the performance of the
ML model with additional data augmentation in the training data sets.

Data augmentation is an optional technique that is normally used if any over-fitting
phenomenon occurred because of the lack of data training examples. Basically, this ap-
proach is working by generating additional training data from the existing data set by
creating random transformations (e.g., shifting, flipping, rotating, zooming, and changing
the brightness level) that have trusted-looking images. This technique provides additional
perspectives based on the same data sets.

The overall process in this stage was implementing four augmentation layers and adding
dropout into the model pipeline, and then evaluating any possible improvement in the
ML model performance.

The four different layers that were used in the model for data augmentation were
1) RandomFlip for Horizontal, 2) RandomFlip for Vertical, 3) RandomRotation, and
4) RandomZoom. In avoiding the loss of important information from the image for this
experiment, we limited the random value for rotation and zoom to only 10% augmentation.

Next, in stage 3, we also implemented the same steps from stage 2 above. Hence, the
result for the accuracy, loss and MSE result can be seen in Figure 5.

Figure 5. Accuracy, loss and MSE scores for training datasets with data
augmentation

Based on Figure 5, the training for ML model with data augmentation was stopped
after 11 iterations, five less compared with the first ML model. The accuracy score in
this model started from 69.29% and increased to 97.2% for training and started from
85.8% to 96.9% for the validation accuracy test. There were fewer spikes and dropouts
on the validation curve compared with the previous ML model. However, the loss scores
only improved from 84.7% to 8.5% for the training data set and 49.5% to 8.1% for the
validation data set.

The MSE scores between training and validation data sets showed higher scores com-
pared with other models, and the gap between training and validation was also bigger
compared with the other ML model.

Furthermore, similar analysis on the performance indicators on the model with addi-
tional data augmentation data sets can be seen in Table 2.

5. Conclusion. This paper is part of a research study that aimed to utilize advanced
technology to digitize Indonesian batik motifs. The focus of the discussion in this paper
was limited to the implementation of a machine learning (ML) model by using modified
CNN model.
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Table 2. Performance evaluation of class name with data augmentation

GnRinggit Kricak Latohan NyukPitu Seritan Overall

Precision 0.904762 0.994652 0.99635 1 0.945255 0.968204
Recall 1 0.953846 0.938144 1 0.970037 0.972406

F1-score 0.95 0.973822 0.966372 1 0.957486 0.969536

In this study, we have successfully adopted and implemented scenario study from [8]
and modified CNN model [9] for our Lasem-batik motifs datasets. We have successfully
investigated how well this technique could improve our ML model performance, focusing
on two different scenarios, which are with and without data augmentation.
Based on the implementation, test results and discussion sections above, in this partic-

ular scenarios and data sets, the exploration of data augmentation techniques in training
data sets showed no improvement in performance compared with the approach with data
augmentation.
However, based on the training process, adding data augmentation into data sets could

reduce the dropout and spikes in test results, especially for the validation variable. In
addition, data augmentation also required fewer iterations before indicating the overfit
trend in the training and validation process.
Based on the performance results of the overall ML model, for future studies and

continuation, this developed ML model could be improved and tested further for an
object detection model and classification of Batik Lasem motifs.
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