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Abstract. Based on data from the World Health Organization in 2018, the number of
deaths worldwide due to road traffic accidents is 1.35 million people every year. One of the
causes is the low level of driver discipline in driving, which is indicated by violating traffic
regulations. The solution for this problem is implementing a traffic violation detection
system based on computer vision and deep learning. The system designed in this study
can detect traffic violations that include running a red light, not wearing a helmet, and
being wrong-way. This study implements the YOLOv5 architecture as object detection
has 74% mAP50 value performance and uses SORT as object tracking. Vehicle detectors
and trackers are then integrated with methods designed to detect traffic violations. The
test results using several sample video scenarios show that the running red light detector
has an F1-Score value of 0.95. The helmet violation detector based on EfficientNet as
a classifier has an F1-Score value of 0.88, and the wrong-way detector has an F1-Score
value of 1.00.
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1. Introduction. Based on the World Health Organization (WHO) data, the number of
deaths worldwide due to road traffic accidents is 1.35 million people. About 20-50 million
people suffer severe and minor injuries [1]. In addition, based on data from Bappenas in
2018, 31,282 people died due to land traffic accidents in Indonesia [2]. The human factor
is the most dominant in traffic accidents in Indonesia [3], marked by violating traffic rules.
One solution to reduce this problem is implementing a traffic violation detection system.

Traffic violation detection systems generally implement two main processes, vehicle de-
tection and violation detection. In-vehicle detection can use the object detection method
approach. Currently, object detection has two categories, one-stage object detection and
two-stage object detection. One-stage object detection system predicts object localization
and classification simultaneously so that it is relatively faster than two-stage object de-
tection. One of the famous architectures is YOLO (You Only Look Once) Family [4, 5, 6].
[7, 8] used YOLO for vehicle detection. Whereas the two-stage object detection system
will look for a collection of ROI (Region of Interest), and each ROI will be classified.
Meanwhile, the famous two-stage object detection architecture is the Region based Con-
volutional Neural Networks (RCNN) Family [9, 10, 11]. [12, 13, 14] used RCNN for vehicle
detection.

The violation detection method varies according to the type of violation to be detected.
There are several violation detection method weaknesses that we are trying to solve in
this study. The system we proposed can detect and process three types of violations
wrong-way violation, helmet violation (not wearing a helmet), and running a red light
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simultaneously. For wrong-way violation, we proposed another approach [13]. Instead of
classifying a motorcycle’s front and rear view frame using CNN, we predict the movement
based on object tracker data. For helmet violation, we use the same idea of [7]. Instead of
classifying the upper part of the frame from the bounding box using CNN, we classify the
entire frame from the bounding box using finetuned EfficientNet model, which can handle
the situation when the vehicle is facing back and situation when one of the passengers
or drivers is not wearing a helmet. For running a red light, we modified [14]. Instead
of predicting based on crossing between the centroid of the vehicle bounding box and a
protected area when the traffic light is red, we changed the protected area with a stop line.
Lastly, the code and models are publicly available at https://github.com/ilhamfzri/traffic-
violation-detection.git.

2. Methodological Approach. In this research, various computer vision and deep
learning methods are implemented. The system’s working is generally visualized by the
diagram shown in Figure 1. Image sequence is a collection of frames obtained from video
surveillance. Then the image data will be processed by the Vehicle Detection & Tracker
(VDT) section to detect and track vehicle objects on the image. The system uses the
output of VDT and manual calibration parameters to detect violations with different
methods based on the type of violation. The output results in each violation detection
section are used as input data for the violation recorder to create a violation annotation
for each vehicle.

Figure 1. System diagram

2.1. Vehicle detection & tracking. In detecting vehicles, this system implements the
object detection method using the YOLOv5 architecture [15] shown in Figure 2. For the
object tracking process, we use the Simple Online and Realtime Tracking (SORT) method
[16]. Then we use a post-processing algorithm from the output of the object tracker to
remove object data outside the detection area. The area is determined using GUI.
The vehicle detection detects five classes of vehicles: motorcycle, bus, truck, and bicycle.

We used YOLOv5 as the baseline model. The reason is based on the consideration that
YOLOv5 has good accuracy and is faster in the inference process. In the training phase,
we combine the COCO [17], KITTI [18], and GTA V Vehicle Dataset with the purpose
that the model can generalize better. GTA V Vehicle Dataset is a collection of vehicle
object images taken from a height from the results of video game simulations collected
by the authors. The total number of images we used is 25197 for training and 2825 for
validation.
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Figure 2. YOLOv5 architecture

Vehicle tracking has functions to track and provide ID for each vehicle. We use Simple
Online and Realtime Tracking (SORT) because this method is good enough and very light
in the computational process. However, the output of the vehicle tracking will detect all
the vehicles in the frame, which can make the system difficult to detect running red
light violation because vehicles in the next lane or across it will also be evaluated. Post-
processing is added based on these problems so that the system will only evaluate vehicles
detected in the specified area. For post-processing algorithm, we modified algorithm taken
from [20]; the process is that first we calculate the vehicle centroid for each object and
then check if the centroid is inside the polygon or the detection area.

2.2. Wrong-way detector. It is a subsystem to detect wrong-way violations. From
Figure 1, this system consists of two inputs, data from VDT and violation direction
parameters. Data from VDT consists of bounding boxes, id, and class. Then the violation
direction parameter is the value that states the direction when the vehicle violates in
the form of an angle. The value of the parameter is determined manually via the GUI.
Movement direction predictor is a subsystem that predicts the direction of movement for
each vehicle detected in the frame. In predicting, the algorithm used consists of several
stages of the process. First, calculate the centroid of bounding box object VDT data using
Formulae (1) and (2), where xmin, ymin, xmax, and ymax are values from object bounding
box.

xcenter = xmin +
xmax − xmin

2
(1)

ycenter = ymin +
ymax − ymin

2
(2)

Then, calculate the total number of changes in the centroid value of each occurrence in
a particular frame range using Formulae (3) and (4), where n is the number of occurrences
of the object in the frame, while i is the index.

∆x =
n−1∑

i=1

xi+1

center
− xi

center
(3)
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∆y =

n−1∑

i=1

yi+1

center
− yi

center
(4)

After obtaining ∆x and ∆y, the next step is to convert the value of the change into
an angle form. We used the concept of converting from Cartesian to polar, as shown
in Formula (5). Lastly, the direction violation detection determines whether the vehicle
commits a violation based on the estimated movement of the vehicle object and the
violation direction parameter.

θ = arctan
∆x

∆y
(5)

2.3. Helmet violation detector. Helmet violation detector or HVD is a subsystem to
detect helmet violation which means two-wheeled (motorcycles and bicycles) vehicle driver
or passenger that does not use helmets. As shown in Figure 3, this subsystem consists
of three steps: object class and age filtering, image cropping, and image classifier. The
input to the HVD data are preprocessing data (current frame) and VDT data consists of
bounding boxes, object id, and class.

Figure 3. Helmet violation detector diagram

In the object class and age filtering, the subsystem will remove object data besides
motorcycles and bicycle class from VDT and calculate the age for each different object
ID. The age represents the number of object occurrences in a set of frames. Then if the age
of the object exceeded a minimum age threshold parameter, we cropped the vehicle frame
based on the bounding box. Each cropped vehicle uses as input for the image classifier
model to determine the violation. We use EfficientNet architecture [19] with the variant
“efficientnet b3” as a baseline model for the image classifier. The image classifier model is
obtained through the finetuning process of the model that has been trained on ImageNet
[21]. The dataset used for finetuning the model combines the modified Bikes Helmets
Dataset [22] and 1KHDFW. We modified Bikes Helmets Dataset by changing the object
detection dataset to the image classification dataset. For 1KHDFW, the dataset collected
by the author contains two classes: no helmet, and helmet. The total number of images
we used for finetuning the model is 1790 for training and 451 for validation.

2.4. Running red light detector. It is a subsystem to detect the running red light
vehicle. As shown in Figure 1, this subsystem consists of two steps: traffic light state
recognition and intersection stop line and object. In detecting the condition of traffic
lights, the method used is color segmentation. The diagram for detecting traffic lights
detection is shown in Figure 4. Based on the diagram above, the process that occurs is
as follows, the data from the preprocessing (current frame) will be cropped based on the
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Figure 4. Traffic light state recognition

parameters of the traffic light area to obtain a frame of the traffic light from the entire
frame. The traffic light frame then converts from RGB colorspace to HSV colorspace.
We converted it because HSV colorspace is better than RGB for color segmentation.
The results of the HSV image are then thresholded to detect red and green colors using
parameters Hmax, Smin, Smax, Vmin, and Vmax. To determine the state of the traffic light,
we calculate the binary image area or the number of pixels with a value of 1 from the
two-color segmentation result. For example, if the red color binary image area has the
largest value, it will be compared with the Areamin value, if larger the state of the traffic
light is red, and if smaller the state of a traffic light is yellow.

There are three inputs in the intersection of stop line and object: stop line parameter
represented by the two points determined using GUI, traffic light state color obtained
from traffic light state recognition, and VDT data consists of bounding boxes, object id,
and class. Violation happens when the state of a traffic light is red and the bounding box
of the vehicle intersects with the stop line. We implement the [23] algorithm for rectangle
and line collision detection.

2.5. Graphic user interface. The Graphic User Interface (GUI) was designed using
PySide2 in Python. The GUI facilitates setting configuration parameters such as traffic
light area, stop line, wrong-way direction, or threshold value for the model inference
process of vehicle detection. The appearance of the GUI is shown in Figure 5.

3. Results and Discussion.

3.1. Vehicle detection model performance. We train the vehicle detection model
using the YOLOv5m variant type configuration, which applies compound scaling with a
depth multiple of 0.67 and width multiples of 0.75. In the training process, we do not apply
cross-validation when training process so that the validation set is used for evaluation.
The model used in the system is selected based on the smallest loss value. The results of
the model evaluation are shown in Table 1.

3.2. Wrong-way detector performance. In testing the wrong-way detector, we had
difficulty finding videos of scenarios of this type of violation occurring in the real world.
Therefore, we collected 25 videos obtained from the video game simulation process. The
video is then grouped into two parts: high light and low light. Each video is in a different
place, requiring configuration adjustments such as detection area and wrong-way param-
eters. Figure 6 shows that the wrong-way violation is indicated with red arrow. Based on
Table 2, the designed method can detect violations well, indicated by the F1-Score value,
which reaches a perfect score.
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Figure 5. Graphic user interface traffic violation detection

Table 1. Vehicle detection model validation result

Class #Labels P R F1 AP@0.5
Car 7941 0.79 0.75 0.77 0.82

Motorcycle 1081 0.78 0.67 0.72 0.72
Bus 667 0.83 0.78 0.80 0.85
Truck 1126 0.72 0.54 0.62 0.66
Bicycle 956 0.69 0.58 0.62 0.63

Average 0.76 0.66 0.71 0.74

Figure 6. Wrong-way detector inference result
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Table 2. Wrong-way evaluation result

Location-based light #Video Duration P R F1
Low light 15 193 s 1.00 1.00 1.00
High light 11 159 s 1.00 1.00 1.00

Average 1.00 1.00 1.00

3.3. Helmet violation detector performance. In testing the helmet violation de-
tector, we used four videos from CCTV video clips around Gunungkidul, Yogyakarta,
obtained from Live streaming from the Kominfo Gunungkidul channel. The location was
chosen because more two-wheeled drivers were passing through the road. Figure 7 shows
that the system can detect traffic violations for two-wheeled vehicles that do not use a
helmet marked with a red “no helmet” under the vehicle’s bounding box. The integrated
system is designed to detect all three violations at once, which is indicated by a bounding
box having an arrow. Based on the F1-Score value in Table 3, it can be stated that the
system has a pretty good performance in detecting this violation.

3.4. Running red light detector performance. In testing the running red light de-
tector, we used 81 video footage obtained from YouTube which contains a compilation of

Figure 7. Helmet violation detector inference result

Table 3. Helmet violation detector evaluation result

Location Duration P R F1
Kelurahan Sambirejo 198 s 1.00 0.83 0.91
Perempatan Trowono 394 s 0.89 1.00 0.94

Rejosari 245 s 1.00 0.88 0.94
Tanjungsari 556 s 0.95 0.55 0.75

Average 0.96 0.81 0.88

Figure 8. Running red light detector inference result
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vehicles passing through red lights at various times ranging from day to night as shown in
Figure 8. The video footage is then classified by location. In the test, each location has a
different configuration according to the position of the traffic light, stop line and detection
area. In Figure 8, shows that the violating vehicle is marked with a red bounding box
line. Based on Table 4, the system for detecting this violation produces an F1-Score of
0.95.

Table 4. Running red light detector evaluation result

Location ID #Video Duration P R F1
LOC 1 & LOC 2 15 82 s 0.94 0.94 0.94
LOC 3 & LOC 4 41 211 s 1.00 0.78 0.88
LOC 5 & LOC 6 7 42 s 1.00 1.00 1.00
LOC 7 & LOC 8 10 57 s 1.00 1.00 1.00

LOC 9 7 36 s 1.00 0.88 0.93
Average 0.98 0.92 0.95

Table 5. Comparision with the previous studies

Authors
Violation

type
Method Result

Rahman
et al.
[13]

Wrong-way
Classifying a motorcycle’s
front and rear view frame
using Faster R-CNN

• The average accuracy value is 88%.
• Violation detection only for motorcycles.

Tonge
et al.
[7]

Helmet
violation

Classifying the upper part of
the frame from the bound-
ing box using a custom CNN
model

• The precision, recall, and F1-Score values
are 0.88, 0.89, and 0.88.

• Not mentioned whether it can detect
when the vehicle is facing behind and one
of the drivers or the passengers is not us-
ing a helmet.

Spanhel
et al.
[14]

Running
red light

Violation happens when the
centroid of the bounding
box inside the protected
area and the traffic light sta-
te is red.

• The precision, recall, and F1-Score values
are not mentioned.

Our

Wrong-way
Predict vehicle movement
based on object tracker da-
ta.

• The precision, recall, and F1-Score values
are 1.00, 1.00, and 1.00.

• Violation detection for cars, buses, trucks,
motorcycles, and bicycles.

Helmet
violation

Classifying the whole fra-
me of the bounding box
using finetuned EfficientNet
model

• The precision, recall, and F1-Score values
are 0.96, 0.81, and 0.88.

• Can detect violations when the vehicle is
facing behind the camera, and one of the
drivers or passengers is not using a hel-
met.

Running
red light

Violation happens when
the bounding box intersects
with the stop line area, and
the traffic light state is red.

• The precision, recall, and F1-Score values
are 0.98, 0.92, and 0.95.
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4. Conclusions. Table 5 shows that our proposed system can detect three types of
violation, wrong-way, running a red light, and helmet violation in an integrated approach
in which these methods run simultaneously for each frame of video. The result for each
violation is acceptable and good enough with the F1-Score above 0.88. Besides that, our
approach has several advantages compared to the previous method. For example, our
wrong-way violation method can detect multiple vehicle types rather than just one and
can detect helmet violation when the vehicle is facing behind. In the future study, we
need to test the system on embedded hardware to find the possibility implemented on the
output of CCTV directly on the spot.
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