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Abstract. A non-photorealistic rendering method has been proposed for automatically

generating moire-like images from photographic images using bilateral filter and unsharp

mask. In the conventional method, there are areas where it is difficult to generate moire-

like patterns, and moire-like patterns may be expressed as angular. Therefore, we apply

the extended conventional method to RGB-D images to generate moire-like patterns on

the entire image and to express moire-like patterns smoothly. Through experiments using

an RGB-D image taken by the authors, the effectiveness of the proposed method was ver-

ified. As a result of the experiments, it was found that the proposed method can generate

moire-like patterns on the entire image and express it more smoothly than the conven-

tional method.

Keywords: Non-photorealistic rendering, Moire, Depth, Smooth pattern, Bilateral fil-
ter, Unsharp mask

1. Introduction. Non-photorealistic rendering (NPR) [1, 2, 3, 4, 5] is a process using
computer technology to represent paintings, drawings, cartoons, and items inspired by
other sources that do not feature photorealism. Many NPR researches use techniques
such as image processing [6, 7] to automatically or semi-automatically generate non-
photorealistic images from photographic images, videos, and 3D data. NPR is commonly
used on television, movies, websites, and social media.

In this paper, we focus on NPR that automatically generates moire-like images from
photographic images [8]. Moire-like images are expressed by superimposing moire-like pat-
terns on photographic images. Iterative processing using bilateral filter [9, 10, 11] and un-
sharp mask is performed to generate moire-like images. However, the conventional method
has problems that there are areas where it is difficult to generate moire-like patterns, and
moire-like patterns may be expressed as angular. Therefore, we apply the extended con-
ventional method to RGB-D images to generate moire-like patterns on the entire image
and to express moire-like patterns smoothly. A method for generating moire-like images
from RGB-D images has also been proposed [12], but the method [12] generates moire-like
patterns of a different type of the proposed method and the conventional method [8]. In
this paper, moire-like patterns similar to that of the conventional method [8] is generated.
To verify the effectiveness of the proposed method, experiments were conducted using
RGB-D images taken by the authors.

This paper is organized as follows: the second section describes the proposed method for
generating moire-like images from RGB-D images, the third section shows experimental
results and reveals the effectiveness of the proposed method, and the conclusion of this
paper is given in the fourth section.
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2. Proposed Method. The proposed method is executed in two steps: Step 1 applies
bilateral filter embedded the depth, and Step 2 applies unsharp mask using bilateral filter
embedded the depth. A flow chart of the proposed method is shown in Figure 1.

Figure 1. Flow chart of the proposed method

Details of the procedure in Figure 1 are explained below.

Step 0: The input pixel values (R,G,B) and the depth for spatial coordinates (i, j)
of an RGB-D image are defined as fR,i,j , fG,i,j, fB,i,j , and fD,i,j, respectively. The
pixel values fR,i,j , fG,i,j, fB,i,j , and fD,i,j have values of U gradations from 0 to U−1.
The depths fD,i,j are linearly transformed so that the minimum distance becomes 0
and the maximum distance becomes U − 1.

Step 1: The pixel values and depths of the image at the t-th iteration number are

defined as f
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where W is the window size, α and β are positive constants, k and l are the positions
in the window, and max() is a function that returns the larger of the two values.
The process of Step 1 is repeated T1 times.

Step 2: The pixel values and depths f
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bilateral filter embedded the depth are calculated by the following equations.
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Step 2 is repeated T2 times, and an image composed of the pixel values g
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and g
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B,i,j is the moire-like image of the proposed method.

3. Experiments. Experiments were conducted using an RGB-D image which consists
of 1280 ∗ 720 pixels and 256 gradations. A scene of two people in the room was shot
using ZED stereo camera. The furthest distance from the camera was 6.289 meters. The
RGB-D image is shown in Figure 2. The left and right sides of Figure 2 are the RGB and
depth images, respectively. In reference to [8, 12], the values of the parameters T1, α, β,
W , and T2 used in all experiments were set to 10, 0.01, 0.01, 10, and 20, respectively.
The smaller the value of the parameter T1, the narrower the spacing between moire-like
patterns and the finer curve. The smaller the value of the parameter α, the larger the
spacing between moire-like patterns. The smaller the value of the parameter β, the less
areas where moire-like patterns do not occur and moire-like patterns become clearer. The
larger the value of the parameter W , the larger the spacing between moire-like patterns
and the more areas where moire-like patterns do not occur. The larger the value of the
parameter T2, the clearer moire-like patterns.

(a) RGB image (b) Depth image

Figure 2. RGB-D image

Moire-like images generated by the proposed method and the conventional method
[8] were visually evaluated. Moire-like image of the conventional method [8] is shown in
Figure 3. The conventional method [8] does not use the depth and uses only RGB values.
Looking at Figure 3, it was difficult to generate moire-like patterns in the black areas
inside the white ellipses. In addition, moire-like patterns were expressed as angular in the
areas inside the white and gray ellipses. Furthermore, the area inside black ellipse is gray
except for moire-like patterns.
Moire-like image of the proposed method is shown in Figure 4. Looking at Figure 4,

moire-like patterns could be generated even in the black areas that could not be generated
by the conventional method. In addition, the moire-like patterns expressed as angular in
the conventional method could be expressed more smoothly. Furthermore, the gray area
in the conventional method could express in a color closer to that of the original image.

4. Conclusions. We proposed an NPR method for automatically generating moire-like
images from RGB-D images. The proposed method is characterized by being able to gen-
erate moire-like patterns on the entire image and to express moire-like patterns smoothly.
Through experiments using an RGB-D image taken by the authors, the appearance of
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Figure 3. Moire-like image of the conventional method

Figure 4. Moire-like image of the proposed method

moire-like images generated by the conventional and proposed methods was evaluated
visually. As a result of the experiments, it was found that the proposed method can
generate moire-like patterns on the entire image and express it more smoothly than the
conventional method.

The future task is to apply the proposed method to more RGB-D images, although this
paper applied the proposed method to one type of RGB-D image.
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