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Abstract. Hand gesture recognition (HGR) is a fundamental mode of human com-
munication and engagement. While HGR can be used to improve user interaction in
human-computer interaction (HCI), it can also be used to overcome linguistic barriers.
For example, HGR can be used to recognize sign language, which is a visual language
expressed by hand movements and used as a fundamental mode of communication by the
deaf and mute all over the world. The goal of this study is to create a novel way for
detecting hand gestures in deaf sign language translation systems. To recognize dynamic
hand gestures, a combination of the long short-term memory (LSTM) approach and a
sequential method is used. In this study, nine dynamic gestures that are suited to the
context were devised to solve the challenge of gesture recognition. Sequence and image
processing data were collected using MediaPipe Holistic, preprocessed, and trained using
an LSTM method. The model was practiced using training and validation data, and the
test set was utilized to evaluate it. The experimental result revealed that the accuracy of
the proposed model was 98 percent for nine kinds of gesture testing.
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1. Introduction. A gesture is a type of nonverbal or non-vocal communication in which
visible gestures are used instead of, or in addition to, words to express certain messages.
Gesture is one of the most essential human communication tools for efficiently expressing
user requests [1]. According to [2], the hand gestures are recognized as a natural and
fundamental human contact and communication technique, as they have been used to
transmit information even before the invention of language. Hand gestures allow infor-
mation to be transmitted and complex procedures to be completed with ease using a series
of hand movements and finger placements. Consequently, hand gestures can be used as a
highly adaptable interface for human-computer interaction (HCI), allowing interaction to
be expedited by eliminating physical touch between the mechanical device and its users.

In addition, according to [2,3], hand gestures are the major means of communication for
those who are deaf or have hearing loss. They were applied with communicative gestures
as an implicit metric of embodiment [4]. Hand gestures are essentially a sign language for
communication [5]. People who are deaf or have hearing loss face challenges in commu-
nicating with the broader public. In order to understand the meaning of sign language
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movement, hand gesture is applied in formal and casual communication. As a result, es-
tablishing a hand gesture detection system is a must because it may be used to break
through communication barriers.
In general, there are two types of hand gesture recognition: static and dynamic [2,6].

According to [6], the static hand gesture recognition is concerned with a picture form
representation of hand gestures. In this case, typical techniques like template matching
can be used to complete the recognition process. Dynamic hand gesture is a method for
extracting the skeleton sequence’s temporal dynamic properties [7]. A dynamic gesture
is one in which the posture of a finger, palm, or arm changes over time [1]. The follow-
ing methods are used to recognize dynamic hand gestures [8]: the convolutional neural
networks (CNN) [9], the recurrent neural networks (RNN) [10], long short-term memory
(LSTM) [11]; 3D-convolutional neural network (3D-CNN) [12] and deep gesture recogni-
tion utility (DeepGRU) [13]. This approach cannot directly train for a set of all data.
Before training, the data extraction for this approach still translates the input video type
into a frame.
Recently, some studies have investigated LSTM methods to detect hand gestures as

sign language. [14] applied a convolutional LSTM recurrent neural network (called CNN-
LSTM) in gesture recognition. This model looked at qualitative evaluation based on inter-
nal representation visualization and examined temporal classification output at a frame
level to see if it matched the cognitive sense of a gesture. Finally, this research demon-
strates that in gesture recognition, CNNLSTM beats both plain CNN and LSTM. Authors
in [15] presented a new sensor-based continuous hand gesture detection algorithm that
uses LSTM. This method is used to generate an output path from a sequence of sensory
data inputs. The final classification results are then determined using a maximum a pos-
teriori estimation according to the observed path. The performance study was carried out
using a prototype system based on smartphones. According to the results, the proposed
method is a viable alternative for reliable and precise hand-gesture recognition. [16] eval-
uated the effectiveness of recurrent deep learning network in classifying electromyograms
(EMGs) because they can learn long-term and non-linear time series dynamics. In this
study, LSTM was used to produce multiclass classification on six grip gestures performed
by nine amputees at three distinct force levels using a neural network, such as low, medium
and high. Our findings reveal that an LSTM-based neural network can deliver consistent
results across all nine amputee and force levels, with an average categorization error rate
of around nine per cent. We show that deep learning can be used to control upper-limb
prostheses.
In addition, [12] investigated 3D-CNN to recognize dynamic hand gestures for Indian

sign language (ISL) modeling. In this research, a dataset created by reproducing the
movements of 20 gestures from conventional ISL to train this model. Consequently, the
network model produced good results in terms of precision, accuracy, recall, and f1-scores.
[17] investigated CNN to classify hand gesture recognition. This model recognizes hand
motions in videos or images. The ResNeXt-101 model is used to classify hand motions,
which makes it more sophisticated. As a result, training accuracy for gesture recognition
ranged from 95% to 99%, and the testing accuracy was 94.35 per cent. Authors in [13]
illustrated the Deep GRU method for gesture and action recognition. This study looked
at the seventh publicly available dataset, which has a significant number of samples and
covers a wide spectrum of interactions (full-body, multi-actor and hand motions). On
cross-subject and cross-view tests of the NTU RGB+D dataset, it achieves recognition
accuracy of 84.9 per cent and 92.3 per cent, respectively, and 100 per cent recognition
accuracy on the UT-Kinect dataset.
However, none of the studies listed above used MediaPipe Holistic as a multi-stage

pipeline that addresses distinct regions with appropriate picture resolution for each region.
The main contributions of this paper are highlighted below.
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1) The proposed method can be applied to large series dataset with higher accuracy and
quickly processes without additional layers to input data in LSTM.

2) The proposed method can be applied to identifying dynamic hand gestures in deaf sign
language translation systems with higher accuracy and faster extract data.

In this study, MediaPipe Holistic uses the position and hand landmark models to gen-
erate a total of 54 landmarks, including 33 pose landmarks and 21 hand landmarks. This
work is split into four sections: Section 1 is the introduction; Section 2 outlines research
method; Section 3 covers results and discussion, and Section 4 presents the conclusions.

2. Research Method.

2.1. Architecture design. Figure 1 demonstrates the architectural design of the pro-
posed system. According to [18], learning both spatial and temporal information for dy-
namic gesture recognition is difficult using a handmade feature extraction method. We
presented a model to address this problem, as shown in Figure 1.

Figure 1. Architectural design of model

2.2. Data collection. In this step, we record the gestures of five different people to
generate a varied dataset. Since all of these people are right-handed, users must follow
several processes to remove bias and improve the dataset. Users are divided into five
groups of two people before recording their movements. The motion sequence recorded by
each user consists of a five second dynamic movement with 30 frames. Each move must
be performed 10 times by the user. There is no need to start with hands in a resting
or neutral position all the time (hands down). Each user must act differently for each
attempt, adjusting the speed and position of the hands. However, during training data
collection we found some invalid data. Before pre-processing, we eliminate invalid data
to improve classification.

To speed up the data collection process, basic data collection tools were used, and
the data collected consisted of motion sequences generated by real human actions. Fur-
thermore, movements were captured using a camera with various training data collection
scenarios: using left hand gestures and poses without right hands, right hand gestures
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and poses without left hands, and also using right hands together with left hands and
poses. To incorporate modality data into the proposed model, a high-resolution webcam
camera is used as the main tool for data recording. Hands and poses are extracted from
the body using the camera and MediaPipe application as input to the model during the
preprocessing step. The extraction results are in the form of key points from several right
and left hands points and poses that are sorted into a dataset that has the same number
as the number of frames generated from one movement.

2.3. LSTM-sequence classification method. The LSTM approach is a recurrent neu-
ral network that can represent sequential data and detect anomalous values effectively
[19-21]. LSTM is a deep learning method that is the advancement of recurrent neural
network (RNN), which has been shown in many studies to have a high ability in time-
series forecasting and to handle problems in long-term dependency models [22,23]. In the
recurrent layer of a standard LSTM, there are input gates, output gates, forget gates, and
memory blocks. Memory blocks include memory cells that use self-connections to retain
the network’s temporal state, as well as gates that control the flow of information. The
input gate regulates the flow of activations into memory cells. The output gate regulates
the flow of cell activation output to the remainder of the network. The forget gate scales
the cell’s internal state before adding it as input to the cell via the self-recurrent link,
allowing the cell’s memory information to be adaptively forgotten.
To verify accurately all data, sequence classification is applied to validating and rec-

ognizing data output from the LSTM. Figure 2 (below) illustrates the proposed LSTM-
sequence classification. The proposed method uses five layers network composed of three
LSTM layers and two dense layers to consolidate input from the third LSTM layers to
final predictive value. Layers 1, 2, 3, 4 and 5 contain 64, 128, 64, 64 and 32 units, respec-
tively. In order to define the output of classification, the softmax function is frequently
utilized as the final activation function of a network.

Figure 2. The proposed LSTM-sequence classification

2.4. Model validation. For training and validation, 80 per cent and 20 per cent of the
dataset would be used in each trial, respectively. The data set was separated into five
groups (folds), and five trials were carried out. One of the folds was designated as the
testing set for each trial, while the others were designated as training sets. Following
that, the model was practiced using the training sets and validated using the testing set.
Each experiment extracted the total accuracy and a confusion matrix for nine classes for
validation. The 9-class confusion matrix is converted into another matrix, which includes
true positive (TP), true negative (TN), false positive (FP), and false negative (FN), as
illustrated in Table 1.
For each class, the estimated TP, TN, FP, and FN can be used to calculate accuracy

(ACC), sensitivity (Se), and specificity (Sp). The model’s accuracy relates to its ability to
correctly detect instances. The proportion of “actual” positives that are correctly identified
as positives is referred to as sensitivity, whereas the proportion of “genuine” negatives that
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are correctly identified as negatives is referred to as specificity. The accuracy, sensitivity,
and specificity equations are represented in terms of TP, TN, FP, and FN as follows:

ACC =
TP + TN

TP + TN + FP + FN
(1)

Se =
TP

TP + FN
(2)

Sp =
TN

TN + FP
(3)

Table 1. Average ACC, Se and Sp for 9-class

No Class Accuracy (%) Sensitivity (%) Specificity (%)
1 Assalamu alaikum 100 100 100
2 Good morning 94 67 100
3 Hello 100 100 100
4 How are you 93 100 93
5 I 94 50 100
6 Study 100 100 100
7 Write 100 100 100
8 Television 100 100 100
9 Bath 100 100 100

The TP, TN, FP, and FN can also be used to calculate the Matthews correlation
coefficient (MCC), Fowlkes-Mallows index (FM), and Bookmaker informedness (BM) to
demonstrate the statistical relevance of each class. MCC is a metric for comparing observed
and predictable binary categorization. FM is used to compare the similarity of observed
and estimated binary classifications. BM is applied for approximating the probability of
an informed decision.

MCC =
(TP × TN )− (FP × FN )√

(TP + FP)(TP + FN )(TN + FP)(TN + FN )
(4)

FM =

√
TP

TP + FP
× TP

TP + FN
(5)

BM = Se + Sp − 1 (6)

3. Results and Discussion. To justify this model, nine examples of visualization of
dynamic gesture are selected, as illustrated in Figure 3.

In this study, 9-class confusion matrices were created for each of the five trials and then
translated into TP, TN, FP, and FN matrices. As a consequence, accuracy, sensitivity
and specificity were computed. To appropriately analyze the results, an average of over
five trials were collected for each letter for ACC, Se and Sp, as shown in Table 1. The
model’s per-class accuracy and sensitivity were calculated to be 100 per cent, with the
exception of the expressions how are you, good morning and I, which amounted to just
50%, showing that the model has a high chance of correctly predicting and identifying
a favorable result in each of the nine classes. As a result, the proportion of accurately
identified instances would be higher. For the word signs for, how are you, sensitivity only
reaches 100%.

In the numerical experiments, all of the algorithms acquire higher accuracy (100%) in
the classes of assalamu alaikum, hello, study and write, television and bath. For the sign
words for good morning, how are you and I, we only received 94, 93, and 94 percent,
respectively. As a result, the proposed method’s average accuracy for 9-classes is 98 per
cent. Furthermore, the proposed technique predicted the 9-class categorization with a
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Assalamu alai-
kum

Good morning Hello How are you I

Study Write Television Bath

Figure 3. The visualization of dynamic gesture

Table 2. Statistical significance for 9-class

No Class MCC (%) FM (%) BM (%)
1 Assalamu alaikum 100 100 100
2 Good morning 79 82 67
3 Hello 100 100 100
4 How are you 68 71 93
5 I 68 71 50
6 Study 100 100 100
7 Write 100 100 100
8 Television 100 100 100
9 Bath 100 100 100

statistically good accuracy, a higher level of similarity between observed and expected
binary classifications, and a higher likelihood of calculating an informed decision. Table
2 introduces statistical significance of the proposed method. The word sign for assalamu
alaikum, hello, study, write, television and bath achieved 100%; only good morning, how
are you and I achieved less than 100%. Consequently, we can conclude that the proposed
method has a better accuracy and good prediction in the numerical analysis.
In contrast, model accuracy was estimated to be much lower than expected after 100

epochs of training; hence, 80 sessions of training were chosen. A graph on model accuracy
over epochs was generated to evaluate the adequacy of selection, as illustrated in Figure
4. As can be seen, the model’s accuracy grows with the number of epochs, and the graph
for the testing set gradually flattens between the 100 and 300 epochs. Model loss, on the
other hand, fell dramatically in the first 100 epochs and then narrowed, but continued,
as seen in Figure 5. The loss graph for the testing set eventually becomes flat soon before
the 300th epoch.
The suggested work employs LSTM and a jump motion controller to recognize 9-word

signs. The proposed approach appears to have a somewhat better overall performance
since it is higher precise and quickly process. The higher ability of neural networks to
handle big series datasets can certainly be attributed to the LSTM in particular.
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Figure 4. Model accuracy over epochs

Figure 5. Model loss over epochs

4. Conclusions. The proposed research has developed an innovative model for detecting
hand gestures in deaf sign language translation systems. The spatial-temporal properties
of a gesture sequence may be extracted using a combination of LSTM and an algorithm
sequence model, which was particularly useful for dynamic gesture recognition. In terms of
employing it in a real-time application, integrating the LSTM and sequence classification
model might reduce the model’s gesture classification search to a smaller one, making the
model’s work easier and improving the accuracy result. Based on the result of research it
indicated that the accuracy of the proposed method achieved 98 per cent for nine kinds of
gesture testing. Consequently, the proposed method is appropriate to identifying dynamic
hand gestures in deaf sign language translation systems. For the future research, it is
recommended to develop a new strategy that can be used to eliminate motion transition
from each gesture in order to improve the accuracy of dynamic sign detection from deaf
sign language.
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