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Abstract. In most manufacturing industries, defect detection technologies using arti-
ficial intelligence (AI) have gained popularity. The usage of image-based AI for product
shape defect inspection has significantly increased. In rubber manufacturing, the shape is
closely related to quality, which is an important factor in production. This study investi-
gates a classification model for quality control of the shape using measurement and image
datasets. In contrast to previous studies that used only images, an ensemble model was
used to reflect the shape size together. In addition, contrary to the general artificial neu-
ral network model, which can only be informed for a given label, we propose local labeling
and multiple attention model structures that support the analysis of the deciding factor
for classification. Using the proposed method, it was possible to examine the parts that
need to be reviewed in the image, as well as important variables. This function makes
it possible to classify and analyze the factors at a lower cost. Thus, this method can be
used in early application fields with insufficient labeled data.
Keywords: Defect detection, Classification, Neural network, Convolutional neural net-
work, Attention, Shape defect, Localized labeling

1. Introduction. Quality management is an important task in rubber manufacturing.
Among the quality measures, the cross-section of rubber products is essential. The cross-
section is the cut side of the rubber product. The final rubber product is made by con-
tacting two sub-products. Thus, the cross sections of the two sub-products should be the
same, as this is an important measure of product quality. In particular, the shapes of the
two cross-sections must be the same to manufacture high-quality products. However, the
inspection of cross-section quality is a manual task. In the inspection task, some parts of
the product are sampled and compared with an ideal cross-sectional shape to determine
whether they are defective. Although the method is based on sampling, it cannot detect
if a defect exists in products that are not sampled. The inspection results may vary de-
pending on the skill level of the operator because the procedure is manual. In addition,
the efficiency of work is not constant. Therefore, a system for mechanically inspecting
defective products is required.

As smart factories develop, many studies on automatic defect classification have been
conducted. Because most shape defect detection entails visual inspection, recent studies
have focused on models that are classified based on images. These studies typically use a
convolutional neural network (CNN) which is an appropriate model for the image dataset.
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Most of the studies have applied vanilla CNN models [1-3]. Recently, new CNN structures
have been proposed, such as the comprehensive attachment network (CAN) [4].
However, previous studies focused on methods for learning defective factors that have

specific labels and finding particular labels in an entire image [4,5]. A study similar to
ours, which detects defects in a pantograph slide, also uses labeled data for different types
of shape defects [6]. Labeling this type of defect is costly. Therefore, it is inevitable to
learn a classification model using data that are not sufficiently labeled in the early factories
applying this technology. However, it may not be easy to provide sufficient information.
Therefore, the data used to determine the defect factor using an image must contain

sufficient information, such as a local label. However, sufficient data are rarely obtained.
This study solves this problem by obtaining additional information on the decision-making
process using a model structure. The data used in this study only had labels for defec-
tiveness; there was no localized labeling. In addition, unlike previous studies that used
only images, this study used shape-measurement data to classify shape defects.
This study introduces a method for inspecting whether a rubber shape is defective based

on neural network algorithms. A cross-sectional image and the measured shape size were
used to determine the labels. In addition, this method involves identifying factors that
are believed to be the cause of defects in the classification model.

2. Related Works. This study aims to combine two models for different data types and
interpret the results of artificial neural networks (ANN), a black-box model. Thus, we
introduce two ANN-based models that can obtain elements to explain: label pooling [8]
for image classification and attention model [10] for measurement classification.
LabelPooling is a model for image classification and can be labeled partially. The model

is an advanced one of CNN, which can be classified from problems of multiple labels to
obtain each probability for multiple labels simultaneously by region.
The measurement variables can be represented by a vector. Although this form typical-

ly exhibits high classification performance in MLP, MLP models cannot be interpreted,
unlike machine learning-based models, SVM and XGBoost. Attention model is introduced
as an MLP model that solves this problem. Attention is a method of generating a lay-
er capable of obtaining weights for input data and reflecting the layer in input data.
The weight layer is called the attention layer, and the results can be explained as the
importance of each input variable.

3. Methodology. This study proposes an ensemble model in Figure 1 that uses two
different data types. A CNN model for applying image datasets was a part of the model
used as an image classifier. The other part, the measurement classifier, was the attention
model for the measurements. The two predictions of these models were used as the final
prediction value using a soft voting algorithm.

Figure 1. Illustration of the ensemble process

Furthermore, the architectures of the sub-models, such as images and measurement
classifiers, included layers capable of representing partial causes of the classification re-
sults. A model architecture called local labeling in the image classifier identified local
factors as the causes of classification. In addition, multiple attention was applied as a
model structure to determining the importance of each measurement variable.
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This section describes the two classifiers for determining the importance of these local
factors and variables. Soft voting is an ensemble method that combines the predictions
of the two classifiers.

3.1. Image classifier with local labeling. The CNN performed best in image classi-
fication problems [7]. Therefore, this study used a CNN as the primary image classifier
model. In addition, a model structure known as the local labeling CNN was added to the
basic model (vanilla CNN) for extracting local factors. Local labeling is a modification of
LabelPooling [8] which is a method of locally labeling multiple classes.

In vanilla CNN, the feature map was obtained through the convolutional layers when
the image was input. Furthermore, the obtained feature map was calculated as a vector
through the global pooling layer, which predicted the class through the fully connected
layer. The process of obtaining a feature map from an image in the proposed model (i.e.,
the local labeling CNN) was the same as that of the vanilla CNN, as shown in Figure 2.
The feature map is then converted into a label map that can be used as a local label via
a 1 × 1 convolutional layer. The label map was then flattened, converted into a vector,
and passed through a fully connected layer to predict the class.

Figure 2. Process of local labeling CNN

3.2. Measurement classifier with multiple attention. The basic model of the mea-
surement classifier was the multilayer perceptron (MLP) [9]. In addition, an attention
block [10] was applied to the MLP input unit to select and weigh important variables
from the measurement data. This attention block consisted of multiple parallel attention
layers called multiple attention layers, as shown in Figure 3. This was to correct the biased
attention rate, similar to the well-known method of multihead attention [11].

The multiple attention averages the n parallel attention rates Ai from the input data
to calculate the final attention rate Afin , as shown in Formula (1). The attention rate
estimates the importance of each variable from the input value. Then, the final attention
rate obtained through this process is multiplied by the input value in the same manner as
in the basic attention algorithm in Formula (2). Finally, the obtained value is placed in the
MLP to predict the class. This process consists of end-to-end learning, and the parameters
of the attention layer that can output the attention rate suitable for the classifier MLP
are learned. In this case, the final attention rate trained through this process can be used
to analyze the importance of each variable.

Afin =

∑n
i=1Ai

n
(1)

Attentioned Layer = Afin × Input

= {a1, a2, . . . , ad} × {input1, input2, . . . , inputd}
= {a1 × input1, a2 × input2, . . . , ad × inputd} (2)
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Figure 3. Process of multiple attention MLP

3.3. Soft voting. Voting is a well-known ensemble technique. This study used soft voting
[12] for the two ensemble classifiers. The final predicted class was generated as a result
of the ensemble model. The class is determined using (3) in a binary classification case.
The condition of Formula (3) is the average of the image prediction result Pred img and
the measurement prediction result Predmeasure .

Soft Voting =


0,

Pred img + Predmeasure

2
< 0.5

1,
Pred img + Predmeasure

2
≥ 0.5

(3)

4. Experiments and Results. This section explains the dataset used and experimen-
tal results. In addition, this section describes the data, experiments, performance, and
explanatory factors. First, we deal with the current state and pre-process the data. Next,
we list the models to be compared with the proposed model and briefly describe the val-
idation method. Finally, we present the experimental results, including the performance
and explanatory factors.

4.1. Dataset. In this study, we used two types of data: an image dataset and a measure-
ment dataset. The image data were photographs of an object collected using a camera
during the manufacturing process. The measurement dataset was a measurement of the
shape size using the segmentation model. The measurement dataset had seven input vari-
ables: width of part radius (L1), height of part radius (L2), excess specification dimension
for part size (L S), outside width (Q1), inside width (Q2), total height (H), and overall
width (W).
For these experiments, the data volume was 27,252 rows. The normal data had 26,532

rows, whereas the abnormal data had only 720 rows. In particular, the abnormal data
were too few compared to normal data for the model to be trained. To solve this problem,
undersampling was used for model training. Specifically, we constructed a dataset such
that the amount of abnormal data for training was 80% of the total abnormal data and
the amount of normal data for training was 120% of the abnormal training data. In this
case, the training dataset was randomly selected.
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Figure 4. Example of image data and measurement data

The image contained additional objects that were not required. The target object was
cropped from the original image to remove other objects. In addition, the target object
and the background were similar in color, making them difficult to distinguish. Contrast-
limited adaptive histogram equalization (CLAHE) was used to resolve this issue. CLAHE
is a filter that equalizes the histogram from the color distribution of an image [13].

Figure 5. Example of filtered image (Left: Original, Right: CLAHE)

4.2. Experiments. We compared other models to verify the performance of the proposed
model. Before validating the ensemble model, we validated it in a model where only a
single data type was available, that is, a partial model of the ensemble. First, a CNN
with local labeling (CNNlocal) was validated using a vanilla CNN model with an image
data model. Next, an MLP with multiple attention (MLPatt) was compared to support
vector machine (SVM) [14], extreme gradient boosting (XGBoost) [15], and vanilla MLP
as models of measurement data. Finally, an ensemble model utilizing both data types,
that is soft voting, was validated. Here, only models containing explanatory elements
were used as verification targets; CNN was used for images, while MLP and XGBoost
were used for measurement data.

For a reliable performance estimation, the experiment in this study used k-fold valida-
tion. Five folds were used in the validation. The training dataset used only data randomly
selected as undersampling, and the verification dataset utilized the entire data within the
other four folds.

4.3. Performance. There were four measures for performance evaluation: accuracy, sen-
sitivity, specificity, and F1-score. In this case, sensitivity refers to how well the normal is
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identified out of the total normal and specificity refers to how well the abnormal is classi-
fied out of the total abnormal data. The F1-score is a classification performance measure
of data imbalance. Therefore, the most critical indicator in this experiment, which was
verified with unbalanced data, is the F1-score.
Table 1 presents the performance of the model with a single data type. Based on the

F1-score, the image classification model has the highest performance of the CNN and the
measurement classification model has the highest performance of the MLPatt. However,
the two models did not differ significantly from the improved or base models.

Table 1. Experimental results for image and measurement dataset

Data type Method Accuracy (%) Sensitivity (%) Specificity (%) F1-score (%)

Image
CNN 94.17 94.23 91.94 96.92

CNNlocal 94.14 94.20 92.08 96.90

Measurement

SVM 79.79 79.96 73.19 88.51
XGBoost 86.77 86.85 84.03 92.74
MLP 86.80 86.97 84.60 92.76
MLPatt 86.89 86.98 83.75 92.82

The result was an experiment that used an ensemble model. As described above, a CNN
was used for the image model, and XGBoost and MLP were used for the measurement
model. Accordingly, two ensemble models were verified, and the results are listed in Table
2. The results indicate that the MLP ensemble performed better than the CNN, which
performed best on a single data type, while the XGBoost ensemble performed less than
the CNN.

Table 2. Experimental results of the ensemble model

Method Accuracy (%) Sensitivity (%) Specificity (%) F1-score (%)
CNNlocal XGBoost 89.78 89.06 83.33 94.49
CNNlocal MLPatt 94.63 94.84 87.22 97.18

4.4. Explainable factor. In addition to this model’s predictions, other explanatory fac-
tors include local labels and the attention rate. Local labels are elements that allow one
to view the labels of partial images as a result of an image classification model. The atten-
tion rate is the result of a measurement classification model that indicates the importance
of each input variable.
The local labels are shown in Figure 6. The plot was divided into units, and each

unit displayed the class in the form of probabilities between 0 and 1. This allows us to
determine which part of each image is defective. For example, the dark part of Figure 6
is a unit with a high probability of defects. Since it was supported to determine whether
it was defective by that part, it can be interpreted that there are defect factors in that
unit.
The attention rate is the final attention obtained from multiple attentions. These values

can be interpreted in conjunction with the variables. At this point, the attention rate
changes the importance of the variable, depending on the input value. The changing
importance is the most significant difference compared to the fixed importance of variables
in other interpretable models, such as XGBoost. In addition, as shown in Figure 7, the
attention rate can be expressed as a distribution to interpret fluctuations. In addition
to the representative value of the attention rate, extreme values, such as outliers, can be
interpreted.
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Figure 6. Examples of local labeling result

Figure 7. Factor importance in MLP with multiple attention

5. Conclusions. This study uses image data and measurements of cross-sectional shapes
to classify defects in shapes. An ensemble method was used for both types of data. In
addition, an artificial neural network model that can derive the factors by assuming the
classification cause was proposed. In this case, a value that can be interpreted based on
the input data was obtained. In particular, factors derived from measurements can be
used immediately in decision-making. This model exhibited only a slight difference in
performance.

In the case of localized labels in image data, it is difficult to analyze the cause because
localized factors occur only in the divided unit without being classified by shape. These
challenges are expected to be solved through research on labeling methods based on
unsupervised learning.
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