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Abstract. QR codes are widely known among people, so that it can be used as a place
to store product information. However, it turns out QR code can be counterfeited by the
perpetrator, so just scanning the QR code is not enough. This paper proposes a method
to detect counterfeit QR code based on the appearance of the QR code image. For this
study, we evaluated the Convolutional Neural Network (CNN) models used, which are
EfficientNetB6, Inception V3, VGG16, VGG19, and ResNet50, to find the best model for
detecting QR code counterfeiting. The evaluation was carried out on the dataset which
is a combination of genuine and counterfeit QR code images with a total of 522 images.
The evaluation results show that the best model for detecting and recognizing counterfeit
QR codes is EfficientNetB6, Inception V3, and ResNet50 with an accuracy of 100%. The
results of the evaluation prove that there is a method to detect QR codes based only on
the appearance of the image and this method is ready to be used because the results are
promising.
Keywords: QR code, Convolutional neural network, Image classification, Counterfeit
detection, Transfer learning

1. Introduction. A QR (Quick Response) code is a type of matrix barcode or 2D code
introduced by the Japanese automotive company Denso Wave in 1994 [1]. A QR code
contains the information encoded by text, a URL or other data and consists of black
squares arranged in a square grid on a white background. A QR code can be read by
devices such as smartphone cameras and decoded very quickly at high speed. A QR code
can hold a much larger volume of information: 7,089 characters for numeric only, 4,296
characters for alphanumeric data, and 2,953 binary bytes (8 bits) and 1,817 characters
of Japanese Kanji/Kana symbols [2]. A QR code also has error correction capability (by
using Reed-Solomon) and the data can be restored even when substantial parts of the code
are distorted or damaged [3]. Due to the fast readability and greater storage capacity of
QR codes compared to standard UPC (Universal Product Code) barcodes, it became
popular and was used for various ways that required the user to retrieve information
quickly with the modern devices.

There are many irresponsible people who deliberately counterfeit products and distrib-
ute them to the market. These counterfeit products look like the real ones so it is difficult
to distinguish. Several attempts have been provided to overcome the problem of product
counterfeiting, e.g., by using QR code [4]. By attaching a QR code containing informa-
tion to the product, it reduces the distribution of counterfeit products in the market [5,6].
People just need to scan the QR code that is attached and information about the prod-
uct will appear on their smartphone screen, so they can find out the authenticity of the
product.
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However, behind the convenience and the advantages of using QR code, it turns out
QR code can be counterfeited by the perpetrator. To enter the market, they attach a
counterfeit QR code to the product. Counterfeit QR codes cannot be identified by the
human eye and display the same information as the original after scanning it. To create
a counterfeit QR code, they perform a print-and-scan attack against the real QR code. A
print-and-scan attack is an attack where someone scans an existing image with a scanner
and then reprints the image using the different printers. There have been many studies
conducted to address this problem, mostly use digital watermarking to detect counterfeit
QR codes. An alternative method that can be used is to use a deep learning approach,
where this paper proposes an anti-counterfeiting algorithm that can detect and classify
the authenticity of products based on QR codes by using Convolutional Neural Network
(CNN). We evaluated the five pre-trained CNN models used for this research, which
are EfficientNetB6, Inception V3, VGG16, VGG19, and ResNet50. We also performed
hyperparameter tuning to find the most optimal hyperparameter and freeze the top layers.
The results of these models will be compared to find the best model for QR codes anti-
counterfeiting.
This paper is organized as follows. Section 2 presents the related research works. Section

3 discusses the proposed method for this paper. Section 4 presents the experiment from
collecting images in a dataset to results from experiments which are displayed in table form
and have an explanation. Section 5 shows the conclusions from the results of experiments
that have been carried out.

2. Related Works. A literature review was conducted to find out previous studies re-
garding QR code counterfeit detection methods. Xun et al. [7] proposed a dual anti-
counterfeiting approach for QR codes that includes information encryption and digital
watermarking. The authorization information is encrypted using the RSA-based encryp-
tion method. And then, using Discrete Wavelet Transform (DWT) and Singular Value
Decomposition (SVD), they present an anti-print embedding and extraction image wa-
termarking method. To achieve the QR code’s dual security, the extracted watermark
and decrypted information are compared and verified using cross verification. The results
of the attack experiments reveal that digital watermarking has strong robustness and
invisibility, and it can implement cross verification successfully through the attack test
experiment. The results of the anti-counterfeiting test confirmed the feasibility of the
proposed method.
Another method, a new anti-counterfeiting method and a high-reliability digital water-

marking method based on DWT and SVD were proposed by Li et al. [8]. The copyright
owner’s information is embedded as a watermark in the QR code as the carrier image,
and they use watermark detection and two-dimensional bar code scanning techniques to
extract the watermark information included in the QR code. Experiments have demon-
strated that this technique could indeed withstand compressive, rotary, and noise attacks,
among other things. This new method and algorithm give the bill of anti-counterfeiting
technology a strong guarantee.
In 2017, Liu et al. [9] presented an authentication solution to achieve anti-counterfeiting

for messages ciphered using the QR code standard, which includes a secure, visually en-
hanced QR (SQVR) code, as well as a sensitive authentication method that included dig-
ital signature and watermarking method. Safety measures were developed to detect and
alert unauthorized modifications. Experiments and analyses demonstrate the effectiveness
of the suggested SVQR and verification method. The suggested technique, however, does
not support print-and-scan, which seems to be a restriction of using LSB-based water-
marking. This problem can be solved with a new watermarking method that supports
embedding and extracting watermarks from printed images.
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Meanwhile, Nguyen et al. [10] proposed a novel technique for watermarking. They
implement a random micro texture (Clipped Gaussian Noise) produced from a 2D random
Gaussian signal image. It is used to replace black and/or white QR code blocks. The
experiment testing showed that the QR codes cannot easily be counterfeited, due to
changes in the behavior of micro textures.

From another research, Wang et al. [11] used infrared watermarking to embed informa-
tion from an infrared QR code into an explicit QR code. Data hiding with error diffusion
is utilized to produce the explicit graphical QR code, with only K can be rendered in
infrared. The explicit graphical QR code information can be interpreted using a gener-
al QR code reader. The proposed method can be used with existing printing workflows
without the use of additional inks or special equipment, and it can also be used in fields
related to printing, such as security documents and banknotes.

So far, the papers we have found have all discussed watermarking as a solution to the
problem of recognizing counterfeit QR codes. The method without watermark tools is still
rarely developed by people. For this study, our main goal is to detect QR code images
directly without any tools, so we try to detect QR code with a deep learning approach,
such as CNN. CNN is widely used to detect and recognize images (or objects within
them) [12] or text [13], predicting data [14], and creating decisions for the application
[15]. There are still few papers that discuss QR code anti-counterfeiting with CNN, so we
tried to develop and train these several CNN models to serve as a new method for QR
code anti-counterfeiting. CNN method and summary for the model used will be discussed
in Section 3.

3. Proposed Methods. For the proposed method in this paper, we will use CNN for
QR code anti-counterfeiting. Transfer learning is also proposed in this research, to trans-
fer knowledge from a completed model that has been trained with a large dataset [16,17].
For the proposed models, we will use five pre-trained CNN models, which are Efficient-
NetB6, Inception V3, VGG16, VGG19, and ResNet50, that have been pre-trained with
the ImageNet dataset. Using pre-trained models can improve computational efficiency and
architectural design [18].

3.1. EfficientNetB6. EfficientNetB6 is one of EfficientNet group models that was pro-
posed by Tan and Le [19]. This model was developed using uniformly scaling up the
network’s depth, width, and resolution, in which the results obtained have better per-
formance compared to the previous models in accuracy and efficiency. They use neural
architecture search as a baseline to design the architecture of EfficientNet family models
which is EfficientNetB6. Figure 1 shows the architecture of EfficientNetB6.

3.2. Inception V3. Inception V3 is a development model of Inception that uses less
computing power with 42 neural networks that have similar complexity as VGGNet [20].
Inception V3 is made up of symmetric and asymmetric building blocks, including convo-
lutions, average pooling, max pooling, fully connected layers, and others. Figure 2 shows
the architecture of Inception V3.

3.3. VGG (VGG16 & VGG19). Visual Geometry Group (VGG) is a model built by
Simonyan and Zisserman [21]. VGG model is a common deep CNN architecture with
multiple layers, where the number of multiple layers defines the type of the VGG model,
i.e., VGG16 (16 layers) and VGG19 (19 layers). Figure 3 exhibits the architecture of both
VGG16 and VGG19.

3.4. ResNet50. ResNet50 is one of the ResNet family models which has 48 convolution
layers, 1 max pooling, and 1 average pooling layer (which total is 50 layers) [22]. ResNet50
uses residual learning, where it learns some residuals or can simply be understood as the
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Figure 1. Architecture of
EfficientNetB6

 

 

  

Figure 2. Architecture of In-
ception V3

reduction of features learned from the input of a layer. Figure 4 exhibits the architecture
of ResNet50.

3.5. Model retraining. As the architectures are shown in figures, many parameters
belong to the pre-trained models. However, since the dataset used is not as large as the
ImageNet dataset, we will apply a fine-tuning technique in our experiment. We fine tune
the five pre-trained models by freezing the top and all the layers except the last two layers
in each model. It makes the weight cannot be updated during the training. The purpose
of freezing from the initial layer to the last two layers is to prevent all previous learning
in the model from being lost. As the replacement for the top layers, we need to add
additional layers to predict the output class, i.e., Global Average Pooling and SoftMax
layer. Global Average Pooling is a good option to substitute the fully connected network
layers where it can be easily interpreted and be directly fed to the SoftMax layer. In the
SoftMax layer, the default class is 1000 classes. Henceforth, we changed the class used
from default (1000) to 2, for “Counterfeit” and “Genuine” class.

4. Experiments. In this section, we will explain about the experiments carried out,
from dataset collection, image preprocessing, training, validation, and model testing, and
then the results of the experiment.
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Figure 3. Architecture of VGG16 and VGG19

Figure 4. Architecture of ResNet50
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4.1. Dataset. The datasets used for the experiment are ImageNet datasets containing
retrified QR code images from PT Advotics Teknologi Global. The collected images con-
tain two classes: “Counterfeit” and “Genuine”, each containing 263 and 259 images, then
combined into one dataset. Figure 5 shows example of both counterfeit and genuine QR
codes for training and testing five pre-trained models. 

 

 

 

 
Figure 5. Example of counterfeit and genuine QR codes used for training
and testing

4.2. Experimental design. Preprocessing the collected data (images) before training
our models by using Keras preprocessing function based on each pre-trained model. A
dataset total of 522 preprocessing images (from combining “Counterfeit” and “Genuine”
dataset) are resized and split into three datasets: the training (312 images), the validation
(105 images), and the testing dataset (105 images) by a 60 : 20 : 20 ratio. After we
preprocessed images, we checked the models and applied fine tuning to all these models.
For fine tuning, it is already explained in Section 3. To save time in training mode, early
stopping is also provided, while the training reaches optimal performance. And then,
we conduct experiments from training the models to testing the models to measure the
performance of each CNN model used. Evaluation measurements will be carried out using
4 metrics: accuracy, precision, recall, and F1 score. Each evaluation metric has a different
calculation formula and will be measured in each class that is classified.

4.3. Experimental results. In this subsection, it presents the experiment using five
pre-trained models on an ImageNet dataset to classify counterfeit and genuine QR codes.
All experiments are run in 100 epochs using SGD and Adam optimizer at the learning
rate of 0.01 and 0.001. The highest accuracy of each model is determined as the best
score. The results of the experiments are arranged in the tables below.
Table 1 represents the result of our five pre-trained models training and validating. The

best accuracies for training and validation are Inception V3 and ResNet50 models with
100% accuracy. For best accuracy with fewer data loss, the best CNN model is ResNet50
with data loss of 0.00025 in training and 0.00018 in validation.

Table 1. Summary of training and validation results

Model
Training Validation

Accuracy (%) Loss Accuracy (%) Loss
EfficientNetB6 100 0.0209 100 0.0154
Inception V3 100 0.0054 100 0.0051

VGG19 50.32 0.6932 50.48 0.6931
VGG16 50.32 0.6932 50.48 0.6931
ResNet50 100 0.00025 100 0.00018
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Table 2 represents the best hyperparameter of our five pre-trained models. After seeing
the results of the comparison on the hyperparameters, we conclude that the best optimizer
for the 3 models: EfficientNetB6, Inception V3, and VGG16 is to use SGD, whereas the
Adam optimizer is used for the VGG19 and ResNet50 models. All pre-trained models
except ResNet used the same learning rate (0.01), whereas ResNet50 uses 0.001. Table 3
to Table 7 represent the confusion matrix of the five pre-trained models testing to know
the details.

Table 2. Summary of hyperparameter tuning

Model
Hyperparameter

Optimizer Learning rate
EfficientNetB6 SGD 0.01
Inception V3 SGD 0.01

VGG19 Adam 0.01
VGG16 SGD 0.01
ResNet50 Adam 0.001

Table 3. Testing results by using EfficientNetB6

EfficientNetB6
Predicted

Counterfeit Genuine

Actual
Counterfeit 53 0
Genuine 0 52

Table 4. Testing results by using Inception V3

Inception V3
Predicted

Counterfeit Genuine

Actual
Counterfeit 53 0
Genuine 0 52

Table 5. Testing results by using VGG19

VGG19
Predicted

Counterfeit Genuine

Actual
Counterfeit 53 0
Genuine 52 0

Table 6. Testing results by using VGG16

VGG16
Predicted

Counterfeit Genuine

Actual
Counterfeit 53 0
Genuine 52 0

The confusion matrix shows how the tested model predicts 105 images from the testing
dataset. Of the 105 images, 53 images have the label “Counterfeit” and 52 images have
the label “Genuine”. From five pre-trained models tested, those that have the best results
are EfficientNetB6, Inception V3 and ResNet50, where the predicted label is the same as
the actual label (exactly 53 “Counterfeit” and 52 “Genuine”).
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Table 7. Testing results by using ResNet50

ResNet50
Predicted

Counterfeit Genuine

Actual
Counterfeit 53 0
Genuine 0 52

Table 8. Summary of testing performances

Model Testing loss
Testing (%)

Accuracy Precision Recall F1 score
EfficientNetB6 0.013 100 100 100 100
Inception V3 0.006 100 100 100 100

VGG19 0.694 50.48 25.47 50.47 33.86
VGG16 0.693 50.48 25.47 50.47 33.86
ResNet50 0.152 100 100 100 100

Table 8 represents the result of our five pre-trained models testing. The worst accuracy
for the testing is VGG16 and VGG19 with 50.48% accuracy. Both models cannot be used
for authentication because of its very poor performance (small evaluation metrics and
high loss). Next, the best accuracies for testing with 100% accuracy are EfficientNetB6,
Inception V3 and ResNet50 models. These three models have the same precision, recall,
and F1 score, which are 100%. For the data loss, then the best model is Inception V3
with data loss of 0.006 compared to EfficientNetB6 and ResNet50 which have data loss
of 0.013 and 0.152.

5. Conclusions. In this paper, we have experimented with five pre-trained CNN models
on the ImageNet datasets, and then training and testing those models with our custom
dataset, as explained in Section 4. Since the available images used are limited and training
with deep learning requires a large amount of data, we fine tune five pre-trained models
to reduce overfitting issues, so the experiment results can be valid. From the experiment
results, CNN models that have the best performance are EfficientNetB6, Inception V3
and ResNet50, both on training and testing. These three models only have a very small
difference in data loss, so these three models can be used to identify genuine and counter-
feit QR codes. With this developed method, it can have a positive impact, by decreasing
product and/or QR codes counterfeiting. For now, there are still few papers that discuss
QR code anti-counterfeiting with CNN. In future works, we would like to explore more
about CNN for authentication of QR codes or other images (or objects in the image) that
are still related to image classification that have an impact on society, i.e., health sector.
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