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Abstract. Social media is one of the platforms most in demand by the public. Howev-
er, social media also has risks that significantly impact its users. One of the risks of using
social media is privacy concerns. Users tend to like sharing their personal information
on social media platforms, especially information in the form of images. The mechanism
for detecting images with sensitive content with Personal Identifiable Information (PII)
can be used to address privacy issues on social networks. This research developed a con-
tent detection system to detect images with sensitive content with PII using VGG-16
based on the CNN architecture. In this study, VGG-16 was modified by changing the
fully connected layer, which was trained using several transfer learning scenarios. The
transfer learning scenario used in this study compares several freezing points of the VGG-
16 architecture. The experimental results show that freezing after the fourth convolutional
block gets a better accuracy value than the other scenarios. By applying modification and
freezing of VGG-16 after the fourth convolution block, the Recall, Specificity, Precision,
Accuracy and F1 Score values were obtained as 0.992, 0.967, 0.967, 0.979 and 0.979.
This indicates that Modified VGG-16 frozen after the fourth convolutional block effective-
ly detects PII-sensitive content images.
Keywords: Social media, Detection, Image, Sensitive content, Personal identifiable
information, CNN, VGG-16, Transfer learning

1. Introduction. Advances in technology platforms have changed business processes,
government regulations, and relationships between individuals. One of the significant im-
pacts of technological development is the ease of sharing information. One of the platforms
for sharing information that is popularly used by people today is social media. Social me-
dia is a platform that can connect users with other parties, such as family, and friends
[1]. Social media today is very easy to use. The increasing popularity of social media has
attracted many people in various daily activities. This results in a large amount of data
created by users [2]. Nowadays, people are very attached to social media [3]. With all the
comfort and convenience it provides, social media has risks that have a significant impact
on its users, one of which is privacy issues [4].

People tend to have a desire to express themselves and share personal information
through social media [5,6]. Information stored on social media can be in the form of
general information, as well as personal information and not worthy of being known by
others. Privacy issues on social media are not just about what users share about themselves
but also about what other people share about the privacy of another user [7].

One piece of information that is often shared by social media users is images containing
Personal Identifiable Information (PII). The shared PII can contain direct information, as
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well as indirect information [8]. PII is information that can be used to track or identify an
individual [9]. In some cases, social networking platforms such as Instagram and Twitter
do not implement checks on the personal information shared by their users, especially for
image content. As a result, a lot of information can be used by unauthorized parties to
support crimes. The more information that is shared, the more likely it is that someone
can impersonate the user or encourage other crimes.
To overcome this problem, research is needed on content detection mechanisms that will

be uploaded on social media. Sensitive content detection mechanisms are very important
to minimize the risk of spreading personal data of social media users. In recent years,
there have been many studies on sensitive content detection mechanisms on social media
[10-13]. From the literature study that has been done, research on this problem always
focuses on sensitive text detection mechanisms, but visual or image content detection has
not been done.
Deep learning is one of the architectures commonly used in visual or image content

detection [14-21]. One architecture that is often used for image detection is VGG-16.
VGG-16 uses convolutional neural network architecture in performing object classification.
This study uses VGG-16 architecture to detect images with sensitive content using PII.
The dataset used in this study is a dataset obtained through the collection of image data
with sensitive content with PII. By utilizing VGG-16, it is hoped that the detection process
of images with sensitive content using PII can be carried out. Social media users can use
the results of this detection before publishing their content. It is intended that social
network users be aware of the importance of the confidentiality of personal information.
These problems motivated us to use the VGG-16 model to detect images with sensitive
content with PII. This paper proposes that VGG-16 is implemented in image detection
system-sensitive content with PII. The main contributions of this paper are as follows:

• Creating an image detection system with sensitive content with PII by utilizing a
privacy agent;

• Modification of the VGG-16 architecture on the fully connected layer by adding an
average pooling layer and a dropout layer;

• Analysis of the use of transfer learning techniques by comparing freezing points on the
third, fourth, and fifth convolution blocks and combining them with the modification
of VGG-16.

The remaining structure of this paper is as follows. Transfer learning concepts and
VGG-16 are discussed in Section 2. Section 3 describes the proposed system for per-
forming content detection on social media that utilizes convolutional neural networks
and transfer learning. The experimental results and explanations are presented in Section
4. The conclusions of this study are presented in Section 5.

2. Background.

2.1. Transfer learning. Transfer learning provides increased learning in new tasks th-
rough the transfer of knowledge from related tasks that are ready to be learned [24]. In
the transfer learning process, the learning procedure does not start from the beginning but
the learning outcomes that have previously been used to do other tasks [25]. The transfer
learning process involves two things, including using previously collected knowledge, and
neglect is a must to do learning from the beginning [15]. This makes the process required
to run the model shorter and faster [26]. Transfer learning is used by freezing a model layer
that has been previously trained using another dataset. As a result, the layer does not
need to be retrained using the new dataset. Subsequently, the unfrozen model layers are
retrained using the new dataset. The consequence of this is that the number of trainable
parameters is small compared to the total model parameters.
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2.2. VGG-16. VGG-16 is a CNN architecture created by Bagaskara and Suryanegara
[22]. VGG-16 comprises 13 convolutional layers and three fully connected layers [23].
The convolutional layer in the VGG architecture is divided into five blocks. Each block
performs a convolutional function with a size of 3× 3 pixels. Each block is closed with a
max pooling function. Then the output of the fifth block is fully connected using flatten,
twice the dense 4096 functions, and closed with dense 1000. The final layer of VGG-16
uses a dense 1000 layer because the developer of this architecture utilizes the ILSVRC
dataset. The ILSVRC dataset has 1000 classes. The activation function is used to close
the fully connected layer using softmax. The VGG-16 architecture uses an input size of
224× 224 pixels [24].

3. Proposed Technique. The research methodology used in this study uses the Design
Science Research Methodology (DSRM) [25]. In general, this methodology has 6 steps
that need to be carried out, namely problem identification and motivation, determining
the goals of the solution, design, and development, demonstration, evaluation, and com-
munication. The first step and the second step have been carried out in Section 1. The
next step is to do the design and development. Based on the problems identified in Section
1, artifacts are designed and developed to overcome these problems. The system design
proposed in this study is shown in Figure 1. The system uses a privacy agent that runs
behind social media. This privacy agent will process each uploaded image and classify it
into two, namely images that contain sensitive PII content and images that do not contain
sensitive content. If the image contains sensitive content, the user will be notified that
the uploaded image contains sensitive PII content and will be destroyed. The image will
be displayed on social media if it does not contain sensitive content.

Figure 1. System design block diagram

The design of this system adapts the PII confidentiality protection guidelines issued by
NIST [26] with the following adjustments:

• The system provides awareness and education to social media users by providing
notifications that users upload images with sensitive content on social media.

• The system destroys images detected as having sensitive content. These images are
not stored in the system to minimize the risk of social media providers to users’ PII.

Based on the design in Figure 1, it is necessary to design a system component, namely
the machine learning component. The machine learning component is one of the critical
components in constructing this detection system. Machine learning used in this study
uses a modified VGG-16 architecture. Modification of VGG-16 is carried out on the fully
connected layer by utilizing transfer learning techniques in each convolution neural net-
work block. The proposed system architecture for use in a PII-sensitive content image
detection system is shown in Figure 2.
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Figure 2. Modified VGG-16 architecture

4. Implementation and Evaluation.

4.1. Dataset preparation. The next step is to do the implementation. Carrying out the
implementation required appropriate dataset. Dataset collection is done by doing image
scrapping. The results of the image scrapping process obtained a total of 1200 images with
details of 600 sensitive images with PII and 600 non-sensitive images. Each category’s
data is re-divided proportionally into training and validation data. The comparison of
the amount of training data and validation data is 8 : 2. For using the model, the dataset
needs to be augmented with data. The data augmentation process is carried out on the
training and validation datasets. The parameters used to perform data augmentation on
the dataset are shown in Table 1.

Table 1. Hyper-parameter data augmentation performed on the dataset

Dataset Hyper-parameter Value
Training dataset Rescale, shear range, zoom range 1/255, 0.2, 0.2
Validation dataset Rescale 1/255

4.2. Model test design. The model used in developing a sensitive content image detec-
tion system with PII is a modified VGG-16. This model was trained with epoch values
and learning rates of 10 and 0.001. The model will be trained using a previously pre-
pared dataset. The modified VGG-16 model proposed in this study will be simulated on
a computer device with the specifications in Table 2.

Table 2. Specifications of hardware and software

Specification Value
Operating system Windows 11 Home Single Language

Processor AMD Ryzen 5 4600G with Radeon Graphics 3.70 GHz
IDE Anaconda dengan Jupyter Lab (Python 3.6.5)

Library machine learning Scikit-learn, and Tensorflow Keras

The test is carried out by comparing the performance matrix between several transfer
learning scenarios to the model made with the original VGG-16 model. The model needs
to consider the dataset created to get good results. There are 3 transfer learning scenarios
proposed in this study.

• The VGG-16 model is frozen in the 3rd block of the convolution layer. Subsequently,
the 4th and 5th convolution blocks were rebuilt according to the original VGG-16
model. Furthermore, the fully connected layer is added to the modification section
proposed in this study.
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• The VGG-16 model is frozen in the 4th block of the convolution layer. Subsequent-
ly, the 5th convolution block was rebuilt according to the original VGG-16 model.
Furthermore, the fully connected layer is added to the modification section proposed
in this study.

• The VGG-16 model is frozen in the 5th block of the convolution layer. Furthermore,
the fully connected layer is added to the modification section proposed in this study.

The training results on the VGG-16 modification are represented in accuracy and loss
graphs. The results of this training can also show the values of Accuracy, Precision, Recall,
Specificity, and the F1 Score of the model. The output of this training process is a file
with the extension ‘h5’. This file with the ‘h5’ extension will be used to construct the
new model when implementing the system.

4.3. Model training. The modified VGG-16 model was trained on a dataset created
in 10 epochs. This model is trained using the first, second, and third transfer learning
scenarios. Results of this model training are represented on accuracy and loss graphs.
The graph of accuracy and loss is shown in Figure 3. Performance evaluation of the first
scenario VGG-16 modification is shown in Table 3. Table 3 shows that the performance
of the modified VGG-16 with the second scenario portrays the Recall, Accuracy, and F1
Score values are better than the other two scenarios. This shows that modified VGG-16

(a) (b) (c)

(d) (e) (f)

Figure 3. Results of this model training: (a) Accuracy of the first scenario
VGG-16 modification; (b) loss of the first scenario VGG-16 modification;
(c) accuracy of the second scenario VGG-16 modification; (d) loss of the
second scenario VGG-16 modification; (e) accuracy of the third scenario
VGG-16 modification; (f) loss of the third scenario VGG-16 modification

Table 3. Performance evaluation of the VGG-16 modification

Matrics 1st scenario 2nd scenario 3rd scenario
Recall 0.867 0.992 0.975

Specificity 0.95 0.967 0.967
Precision 0.945 0.967 0.967
Accuracy 0.908 0.979 0.971
F1 Score 0.904 0.979 0.971
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with the frozen transfer learning scenario after the fourth convolution block shows the
best results.
To provide a higher level of confidence in the use of this model, then the modified VGG-

16 model with the transfer learning scenario frozen after the fourth convolution block will
be compared to evaluate its performance against the original VGG-16 architectural model.
The comparison model utilized two scenarios of the original VGG-16 architecture in this
study. The first scenario used the original VGG-16 architecture trained on a sensitive
image dataset with PII. In this scenario, the final layer is changed to Dense 2 layer.
This is done to adjust the class of the dataset. The second scenario utilized the VGG-16
architecture trained with the ImageNet dataset and the sensitive image dataset with PII.
The training in this scenario is carried out using transfer learning techniques by placing
a freezing point before the final layer. The last layer is changed to Dense 2 layer. This is
also done to adjust the output class based on the dataset. The performance comparison
of the modified VGG-16 model with the second scenario with the two scenarios of the
original VGG-16 is shown in Figure 4.

Figure 4. Comparison of modified VGG-16 2nd scenario transfer learning
with original VGG-16

Based on Figure 4, the original VGG-16 model trained against a sensitive image dataset
with PII showed poor performance. This is because the depth level of VGG-16 is not good
enough if it is built using a small dataset. VGG-16 can offer improved performance when
trained using large datasets such as ImageNet datasets. This can be proven by running the
second scenario of the original VGG-16 architecture. However, suppose the two scenarios
of the original VGG-16 architecture are compared with the modified VGG-16 model with
a transfer learning technique by freezing after the fourth convolution block. In that case,
it shows that the modified VGG-16 model with transfer learning technique by freezing
after the fourth convolution block has better performance than the others. Based on that
information, the model used in the implementation of the privacy agent in the image
detection system with sensitive content with PII on social media is the modified VGG-16
model with a transfer learning technique by freezing after the fourth convolution block.

4.4. Implementation of privacy agent on social media simulator. Implementing
the modified VGG-16 model on the privacy agent in the image detection system with
sensitive content with PII on social media is carried out in a social media simulation. This
simulation utilizes the python programming language in the Google Collab environment.
In this implementation, the model training files on the dataset are used to build a new
model in the system. The test scenarios for the implementation of this privacy agent
include the following: testing by uploading images with sensitive content with PII on the
system, and testing by uploading non-sensitive images on the system. The test results
of this system show promising results in detecting images with sensitive content with
PII. The system successfully detects images with PII-sensitive content and non-sensitive
images.
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5. Conclusions. An image detection system with sensitive content with PII on social
media is necessary because many users are not aware of the importance of personal data
confidentiality. The VGG-16 model modified by transfer learning technique by freezing
after the fourth convolution block has good performance compared to the original model.
The performance matrix of the proposed model in this study obtained Recall, Specificity,
Precision, Accuracy, and F1 Score values of 0.992, 0.967, 0.967, 0.979, and 0.979, respec-
tively. For future research, researchers suggest development using several machine learning
architectures. In addition, researchers can also conduct research with implementation on
real social media platforms.
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