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ABSTRACT. Customer churn is a significant issue in many sectors, such as the telecom-
munication sector. Therefore, telecommunication companies need to recognize churn risk
as early as possible. Data from the IBM telco customer churn dataset was selected as
a case study. One of the common challenges in classification problems is an imbalanced
dataset, which will likely fail to predict the minority class. Oversampling with Histogram
Augmentation Technique (HAT) is proposed in this study for handling the imbalanced
class data. An ensemble learning of gradient boost machine learning techniques, namely
XGBoost, was used in this study. In addition, we used Bayesian Optimization (BO) to
find the best hyperparameter of the model. The experimental result shows that the accu-
racy of HAT-XGBoost-BO is 0.88 and the F1-score is 0.85, outperforming the XGBoost,
HAT-XGBoost, and SMOTE-XGBoost models.

Keywords: Customer churn, HAT, XGBoost, Augmentation, Bayesian optimization,
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1. Introduction. Competition among telecommunications companies is high these days.
These companies compete to provide their best services and promotions to retain cus-
tomers, so they stay connected and avoid customer churn. Customer churn is defined
as clients who may be considering switching providers and could be migrated at any
time, regardless of time commitments to service providers. One of the methods used by
churn-prone telecommunication companies is to maintain Customer Relationship Man-
agement (CRM) [1]. However, discovering knowledge in large CRM databases, typically
containing thousands or millions of customer information, is challenging and complicated
[2]. Therefore, several telecommunication companies have implemented various statistical
and Machine Learning (ML) algorithms on CRM database that is widely used to predict
customer churn, such as logistic regression, Naive Bayes [3], and further using Support
Vector Machine (SVM) and K-Nearest Neighbor (KNN) [4]. The current study focuses
on ensemble learning in this regard. Ensemble learning is a progressive machine learn-
ing paradigm that applies multiple models in a process known as bagging, boosting, and
stacking [5]. Previous studies have shown that ensemble learning suits predictive models
with classification and regression problems for churn prediction, such as random forest,
decision tree, random tree [6], and XGBoost [7].

This study aimed at customer churn prediction using a development model based on
ensemble learning, namely XGBoost. The most crucial factor behind the success of en-
semble learning using XGBoost is scalability in all scenarios [8] due to its multiple decision
trees, linear regression problem [9], and gradient descent optimization [10]. Then, to over-
come the imbalanced class challenge [11,12], we propose the Histogram Augmentation
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Technique (HAT) algorithms [14] that use the distribution of the original tabular da-
ta for augmenting the new data. This augmentation technique will be compared to the
more common Synthetic Minority Oversampling Technique (SMOTE) [13]. Due to the
algorithm’s intricacy and many parameters, adjusting the hyperparameters in XGBoost
can be challenging. Thus, we proposed a new type of evolutionary algorithm, namely
Bayesian Optimization (BO) [15], which uses the probability model of the Bayesian net-
work to assemble the direct relationship between the data set and the learning result
[16]. The contributions of this study are summarized as follows: 1) We implemented his-
togram augmentation technique for handling imbalanced dataset, and this is the first
time it has been used in a customer churn dataset; 2) We implemented Bayesian opti-
mization on the XGBoost classifier model to find out the best learning rate, max_depth,
and n_estimator hyperparameter for reaching out a higher accuracy. From the experi-
mental results, our proposed model outperforms other classification models. This paper
is structured as follows. The methodology is listed in Section 2 of this paper. Section 3
describes the experimental result, and the discussion is explained. Then, the conclusion
is presented in Section 4.

2. Methodology. In this section, we present the methodology used in this study. Ma-
chine learning techniques are applied for customer churn prediction, as illustrated in
Figure 1. These experiments started with data collection, data preprocessing, data aug-
mentation, data split, training the data, which contained hyperparameter optimization,
and evaluating each model.
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2.1. Data collection. This study is conducted on the publicly available dataset from the
web of Kaggle data science competition, namely the Telco Costumer Churn: IBM dataset.
The dataset has 7043 instances, 18 features, and target values. The dataset feature repre-
sented each customer’s behavior and then the target value was flagged as 1 = churn and
0 = non-churn, of which 26.5% are churn customers, and there is a data imbalance. The
dataset contains the following feature F' = { Gender, Senior Citizen, Partner, Dependents,
Tenure Months, Phone Service, Multiple Lines, Internet Service, Online Security, Online
Backup, Device Protection, Tech Support, Streaming TV, Streaming Movies, Contract, Pa-
perless Billing, Payment Method, Monthly Charges, Total Charges}, where Churn Label
represents the class.

2.2. Data processing. After getting the dataset, the next step is to process the data
to suit our needs, including the handling of missing values and the data labeling process.
This dataset has 11 missing values, particularly in the total charges attribute. A drop
data value and feature labeling process [17] will be carried out, so it becomes 7032 (5163
data = non-churn customers and 1869 data = churn customers) behavior customer data
and categorical data has changed into numerical data (i.e., 1, 2, 3). This method to avoid
machine learning will go through a faltering process.

2.3. Data augmentation. Imbalanced datasets refer to datasets whose numbers of sam-
ples in each class are not even [18]. This study uses the SMOTE and HAT to manage the
class imbalanced dataset. SMOTE algorithm increases the number of data instances by
generating random data of minority class feature space from its nearest neighbors using
Euclidean distance. The default value of k is 5. For each randomly selected neighbor X,
a new sample is constructed using Equation (1), where x stands for the original sample,
X represents the neighbor sample and X,,.,, is the synthetic sample.

Xnew = @ + random(0, 1) x ()N( — :c) (1)

On the other hand, HAT generates data based on the distribution of the original tabular
data with analysis of particular features and the feature’s type [14], continuous or discrete.
In the actual case, a continuous feature takes any value between a specific interval, and
a discrete feature consists of a particular set of values; therefore, two different histogram
augmentation algorithms are obtained: continuous feature augmentation and discrete fea-
ture augmentation. The histogram generation of continuous features gives the frequencies
of the corresponding bins calculation using Equation (2), which is called Doane’s rule
[19]. The calculation is applied because each histogram bin must be of equal width, and
adjacent classes have a typical limits range of values. Each bin’s mid-point is considered
and mapped to its corresponding frequency. Given that n is the number of elements, X;
is an element in the set and X is the mean of the set, k is the number of the bins and
then, Doane proposes the number of k as

k = logy(n) + 1 + log, <1+ﬁ> : Vb = Z?:l (Xi —Xl .
[Z;}:l (Xi _ X)( / )]

ov/b
B 6(n —2)
Vb= \/(n+1)(n+3) @)

Next, the bin values and the intermediate values between each bin are selected for the
augmentation process. The frequency of intermediate value between two pre-existing bins,
is calculated as arithmetic mean frequencies of the pre-existing bins. Figure 2 represents
the values selected for further processing and their corresponding calculated frequencies
with the ‘Monthly Charges’ continuous data example. The green point with a solid line
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represents mid-point values, and the green point with a dashed line represents interme-
diate values between pre-existing bins. After that, the step of validity check of selected
values occurred. The values obtained in the previous step are just an interpolation of val-
ues; hence, selecting values that follow the original data should be checked to determine
whether they are eligible to form a new sample, and a validity check is performed. A
uniform random distribution is used to create the random number if the number of new
samples to be generated is less than twice the size of the original data. Then, if each
sample passes the validity check mechanism, it is appended to the newly augmented list.
Finally, the above systematic process will take place until the number of samples required
to balance the dataset is attained. The same rule does not apply to discrete feature
augmentation because individual column properties can only take a specific set of val-
ues. Hence, proportional sampling is applied. The continuous features in this dataset are
“monthly charges”, “tenure months”, and “total charges” and then the discrete feature
in this dataset includes all features except three features, as mentioned previously.

2.4. Data splitting. After the class data has been balanced in the previous augmenta-
tion process, the data will be divided into 80% train set and 20% test set for training and
testing a prediction model. This method was also applied in the imbalance class dataset.
The result of the augmentation sampling method and splitting data set has been detailed
in Table 1.

TABLE 1. Augmentation process and data splitting result

Data Train set Test set
Non-Churn Churn Non-Churn Churn
Imbalance 4151 1474 1012 395
SMOTE 4130 4130 1033 1033
HAT 4130 4130 1033 1033

2.5. Bayesian optimization. The Bayesian Optimization (BO) can be mentioned as
a parametric optimization algorithm based on the Gaussian process and Bayes theorem
[20] to find the global optimal of the machine learning function. The global optimal is
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obtained by iterating, constructing a probabilistic model for the optimized machine learn-
ing function, and then using this model’s score to select the next collection point. Two
core modules of Bayesian optimization are performed: prior function (in this study, im-
plemented by Gaussian process) and acquisition function. Based on the idea of Bayesian
optimization, this study first roughly determines the range of optional parameters. After
that, it builds the XGBoost prediction model and continuously trains the model using
the Bayesian optimization strategy. The Gaussian process establishes distributions over
the XGBoost prediction model. Thus, the acquisition function is used to obtain the glob-
al optimal solution of the machine learning function. In the XGBoost prediction model,
hyperparameters n_estimetors and learning rate influence the prediction accuracy and
the overall complexity of the model, and max_depth configuration changes the charac-
ters” weak evaluator. Table 2 explains Bayesian optimization parameter settings for the
XGBoost prediction model.

TABLE 2. Bayesian optimization parameter settings for the XGBoost pre-
diction model

Optimization Learning rate Max_depth ~ N_estimators
Bayesian search [0.23,0.25,0.33,0.35] [2,4,6,8] [60,80, 100, 120]

2.6. Prediction model and evaluation. Then the final stage is the training process
and the evaluation of the model. This study performs seven training prediction models
using default parameters: SVM (RBF kernel), logistic regression, AdaBoost, Gradient
Boosting, XGBoost, SMOTE-XGBoost, and HAT-XGBoost. Then, we tried training the
XGBoost, SMOTE-XGBoost, and HAT-XGBoost using the Bayesian optimization pro-
cess. The (XGBoost) prediction model is a highly scalable boosting algorithm. This su-
pervised learning algorithm attempts to predict a target variable accurately by combining
an ensemble of estimates from a set of more superficial and weak models. The algorithm
performs well and has high scalability due to the robust handling of various data types,
relationships, distributions, and the variety of hyperparameters that can be fine-tuned.

After the model training process is conducted, the results will be evaluated using testing
data split previously in the original dataset and each augmentation data process result
(SMOTE and HAT). Four standard performance metrics will be used: accuracy, precision,
recall, and Fl-score. Besides that, we also compare the result using the Area under the
Curve (AUC), which is a prevalent metric used in the prediction model, representing the
area under Receiver Operating Characteristic (ROC) or the Precision-Recall (PR) curve.
The PR curve will be illustrated the trade-off between precision and recall. However, the
PR curve focuses on a positive class, so AUC must be calculated from the ROC curve to
measure both the class detection. The ROC curve plots the TPR (True Positive Rate)
against the FPR (False Positive Rate) at various thresholds of the model.

3. Experimental Results and Discussion. This section will present the results ob-
tained for customer churn prediction. The experimental result of this study will be divided
into three evaluation sections according to the uses of the imbalanced dataset, SMOTE,
and HAT. The first prediction evaluation used SVM (RBF kernel), logistic regression,
AdaBoost, Gradient Boosting, XGBoost, and XGBoost-BO. In the first prediction eva-
luation, the imbalanced original dataset was performed. Table 3 shows that the first
prediction evaluation has a training accuracy of around 0.81 to 0.84, except for the SVM
(RBF kernel), which has a training accuracy of only 0.73. For the test accuracy metric,
the results are around 0.79 to 0.80. Then, the SVM (RBF kernel) test accuracy is still
the lowest result, only 0.73. Other metrics, such as recall, precision, and F1-score, show
that SVM (RBF kernel) has the lowest effects with 0.50, 0.37, and 0.42. Since the data
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TABLE 3. Classifiers train and test results

Prediction model Train Test Recall Precision F1l-score
accuracy  accuracy

SVM (RBF kernel) 0.73 0.73 0.50 0.37 0.42
Logistic Regression 0.81 0.80 0.73 0.74 0.74
AdaBoost 0.82 0.80 0.74 0.74 0.74
Gradient Boosting 0.83 0.80 0.72 0.75 0.73
XGBoost 0.83 0.79 0.71 0.73 0.72
XGBoost-BO 0.84 0.80 0.72 0.74 0.73
SMOTE-XGBoost 0.85 0.82 0.82 0.82 0.82
SMOTE-XGBoost-BO 0.86 0.82 0.82 0.83 0.82
HAT-XGBoost 0.86 0.83 0.83 0.83 0.83
HAT-XGBoost-BO 0.88 0.85 0.85 0.85 0.85

set is imbalanced, we prefer to use the Fl-score metrics rather than accuracy because
the accuracy metrics will be biased in imbalance classification. Logistic regression and
AdaBoost prediction models are much better, with an Fl-score of 0.74, although still
below the expected score. At that point, the first prediction evaluation shows that SVM
(RBF kernel) has the lowest metrics score. Next, the second prediction evaluation based
on Table 3 shows a better metrics score than all the prediction models in the first predic-
tion evaluation. For train accuracy, the SMOTE-XGBoost prediction model scored 0.85,
which is lower than the SMOTE-XGBoost-BO prediction model, which has a score of
0.86. In both prediction models, other metrics score (test accuracy, recall, precision, and
Fl-score), the results are around 0.82 to 0.83. The third prediction evaluation shows that
the training accuracy of the HAT-XGBoost prediction model scored 0.86, which is lower
than the HAT-XGBoost-BO prediction model, which scored 0.88. Then other metrics
scored results in the test accuracy, recall, precision, and F1-score with the same results,
scoring 0.83 (HAT-XGBoost) and 0.85 (HAT-XGBoost-BO).

Figure 3 represents the distribution of the “Total Charges” feature from the dataset
after applying the SMOTE (Figure 3(a)) and HAT (Figure 3(b)). This distribution shows
that both augmentation methods give the same results, almost imitating the original
dataset distribution after augmentation. It can be mentioned that no augmentation tech-
nique can replicate a dataset distribution exactly [21]. However, ensemble machine learn-
ing models, such as XGBoost, are insensitive to distribution data because they are based
on the decision tree-boost principle that uses a sampling technique [22]. These reasons
do not affect the prediction results of the SMOTE-XGBoost and HAT-XGBoost models.
Figure 4 of ROC-AUC results shows that the XGBoost model using an imbalanced dataset
has a lower score than using augmented data. The HAT-XGBoost prediction model pro-
vides outperformed results when compared to SMOTE-XGBoost, with an AUC score of
0.9281. In addition, Bayesian optimization improves the AUC score of HAT-XGBoost,
with an AUC score of 0.9329. Then, the HAT-XGBoost-BO prediction model outper-
formed all prediction models in this study. Bayesian optimization parameter input model
can effectively improve the accuracy, Fl-score, and ROC-AUC value of all XGBoost pre-
diction models. It is because the objective function values of all XGBoost prediction
models fitted by the Bayesian optimization algorithm are closer to the actual values. An-
other critical factor in augmentation is the execution time. Therefore, it is necessary to
estimate the complexity of each model to provide exemplary performance in terms of time.
SMOTE has the least time complexity of HAT because this augmented model is based
on N-dimensional vector space, where N is the number of features. As a result, this aug-
mentation model can produce results instantaneously. The HAT employs continuous or
discrete augmentation depending on the feature type. Whereas the discrete distribution



ICIC EXPRESS LETTERS, VOL.18, NO.1, 2024 93

" —— Data Imbalance n — Data Imbalance
0.00040 i ---- SMOTE 0.00040 i —\
0.00035 0.00035 |
0.00030 i\ 0.00030
5.0.00025 ! >,0.00025
= i o
2 j 2
 0.00020 @ 0.00020
o o
0.00015 0.00015
0.00010 0.00010
0.00005 0.00005
0.00000 - 0.00000
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000
Total Charges Total Charges
(a) SMOTE augmentation (b) HAT augmentation

FiGure 3. Distribution of the “Total Charges” feature from the dataset
after applying the augmentation process

ROC Curve XGBoost Prediction Model

ROC Curve XGBoost Prediction Model with Bayesian Optimization

1.0 1.0 f——

0.8 0.8
g 9 I I
506 50.6 i !!
g 2 : i~
= = 1 |
w w " i
& & i_!
504 S04 i
= = i

3
i
0.2 0.2 i
. !
! i
jr --- SMOTE-XGBoost-BO, AUC=0.9227 [ ——- XGBoost, AUC=0.8209
! —-— XGBoost-BO, AUC=0.8312 ' —— HAT-XGBoost, AUC=0.9281
0.0 3 = HAT-XGBoost-BO , AUC=0.9329 0.0 d === SMOTE-XGBoost, AUC=0.9227
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate False Positive Rate

F1GURE 4. XGBoost prediction model ROC curve

feature uses proportional sampling, it has augmented instantaneously. On the other hand,
the continuous distribution takes longer to augment data since applying the calculations
of bin size uses Doane’s rules, data selected process, validity check, and iteration process
until the number of samples required to balance the dataset is attained.

4. Conclusions. In this paper, we have applied the proposed customer churn prediction
to the IBM customer churn dataset using the XGBoost prediction model with data im-
balanced class problems. This study applies two augmentation processes, i.e., SMOTE
and HAT. We also proposed several ML for comparing churn prediction models: SVM
(RBF kernel), logistic regression, AdaBoost, and Gradient Boosting. The result shows
that SVM (RBF kernel) prediction has the lowest metrics score, and commonly XGBoost
prediction model gives the best result in this study. In other results, the HAT-XGBoost
model outperforms XGBoost and SMOTE-XGBoost. The Bayesian optimization gives the
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optimal solution for increasing accuracy, F1-score, and ROC-AUC metrics. After that, da-
ta distribution after applying HAT and SMOTE has the same result, almost imitating
the distribution of the original dataset. This augmentation technique can be used to im-
balance class dataset problems. However, the fact is that the distribution of data on the
XGBoost model is insensitive because this model uses a sampling technique. From the
time complexity perspective, the HAT augmentation technique gives a longer time than
SMOTE. In the future, it is interesting to learn how this method performs in multiclass
classification and regression problems.
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