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ABSTRACT. Author attribution is an important application area of natural language that
can be implemented as an application for plagiarism detection. Despite the success of
various methods applied to solving the problem of authorship attribution towards var-
tous corpus in various languages, solving the problem of authorship attribution in the
Indonesian corpus is still a big challenge. This problem is due to the stiffness of finding
research on authorship attribution for Indonesian language documents and the availabil-
ity of benchmark datasets for this task. Therefore, this study compares various classical
machine learning algorithms, such as logistic regression, support vector machine, Naive
Bayes, random forest, and gradient boosting. This study was applied to the Indonesian
language corpus crawled from kompasiana.com as an example of citizen journalism. In
addition, we itmplemented term frequency-inverse document frequency as a feature and
experimented by using three different ratios of training and testing data (90 : 10, 80 : 20,
and 70 : 30) to improve model performance. The results show that a ratio of 90 : 10 has
the best average accuracy of 0.86. Regarding the classifier used, it shows that SVM has
the best average accuracy for all ratios with a value of 0.93, while the logistic regression
method, Naive Bayes, random forest, and gradient boosting, have average accuracy re-
spectively of 0.87, 0.77, 0.83, and 0.85.

Keywords: Author attribution, Classical machine learning, Support vector machine,
Term frequency-inverse document frequency

1. Introduction. Plagiarism is taking someone else’s work and making it appear as if
it were their work without including the source. In today’s digital era, plagiarism is a
common condition due to the ease of accessing data and information online. It is easier
for everyone to copy and paste other people’s works. Furthermore, copying and pasting
seem normal and fair, so many people are unaware that they have committed plagiarism.
Therefore, plagiarism becomes very detrimental to the creator of a work and is also
dangerous for the generation that usually does this copy-paste activity. Furthermore, it
can have an impact in the form of a decrease in creativity and critical thinking skills.
On the other hand, the development of Internet technology and freedom of the press
means that more and more citizens are playing an active role in reporting information
and news without needing journalism qualifications and education. This form is usually
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referred to as citizen journalism. The process of publishing citizen journalism is gener-
ally carried out without checking by the publisher’s editor, so the problems that usually
arise lie in credibility, information accuracy, and partisanship [1]. This condition certainly
increases the chances of plagiarism being found in citizen journalism.

One of the tasks that can be applied as a solution to the plagiarism detection process
for citizen journalism is to perform authorship attribution [2]. Tt is also known as au-
thorship or author identification [3]. In addition, authorship attribution can also be used
to determine a literary work or document whose author is unknown [4]. Various methods
have been applied to solving the problem of authorship attribution. In addition, research
on authorship attribution has also been developed for various language domains.

The first research is an authorship identification for Japanese Twitter users [5]. Anoth-
er research is an authorship attribution for news articles in the Arabic language [6]. Both
of those researches were conducted based on the stylometric approach, which focuses on
quantitative analysis of the individuality of the author’s style and technique. The first
research employed a combination of character-n-gram frequency (n = 1, 2, and 3) as sty-
lometric features and subsequently implemented cosine similarity for similarity ranking
[5]. Since it uses cosine similarity ranking, it will work better if the stylometric features
are represented as a vector focusing on orientation judgment, not magnitude. The second
research investigates three different stemming methods in stylometric authorship attri-
bution for Arabic and implements Ward linkage and Euclidean distance as a clustering
method [6]. In contrast to cosine similarity, the Euclidean distance will work better when
the stylometric features are represented as a vector focusing on magnitude judgment, not
orientation. Furthermore, various studies have been investigated for authorship attribu-
tion for English corpus, such as Reuters Corpus Volume I [2,4,7,8], BBC News Dataset
[4], IMDDb62 dataset [2,9], Twitter dataset [9], ISOT database [10], Social Media Foren-
sics database [10], PAN 2012 dataset [11], and Judgment dataset (i.e., consists of legal
judgments from three Australian High Court judges) [2].

Despite the success of various methods applied to solving the problem of authorship at-
tribution towards various corpus in various languages, solving the problem of authorship
attribution in the Indonesian corpus is still a big challenge. This problem is due to the
stiffness of finding research on authorship attribution for Indonesian language documents
and the availability of benchmark datasets for this task. In addition, the success of apply-
ing a method in a particular language will sometimes give different results when applied
in another language [6], in this case, the Indonesian language. The Indonesian language
differs from English because of differences in language roots, i.e., Indonesian comes from
Austronesian, while English comes from Germany. Therefore, this research aims to ad-
dress these literature gaps by applying various classical machine learning algorithms to
solving the authorship attribution problem for Indonesian-language corpus.

Because authorship attribution is a multi-class classification task, this study compares
various classical machine learning algorithms widely applied to solving multi-class clas-
sification tasks. As preliminary studies, those algorithms are logistic regression, support
vector machine (SVM), Naive Bayes, random forest, and gradient boosting. This research
was applied to the Indonesian language corpus crawled from kompasiana.com, where Kom-
pasiana curated news from various authors. It is commonly referred to as user-generated
content or another famous name, citizen journalism.

The rest of this paper is organized as follows. Section 2 describes the detailed method-
ology, including data collection, preprocessing, TF-IDF feature extraction, classification
model generation, and evaluation. Section 3 gives experimental results and their analysis,
followed by Section 4, in which conclusions are drawn.
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2. Methodology. Several steps are employed in this research, as illustrated in Figure
1. The first step is data collection, implemented using a web crawling process. The col-
lected data are subsequently fed into the text preprocessing step. The third step is the
feature extraction process. Generating a classification model is the fourth step. In this
study, we implement five algorithms: logistic regression, support vector machine (SVM),
Naive Bayes, random forest, and gradient boosting. The results are further evaluated to
determine the best model.
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F1GURE 1. Research methodology

2.1. Data collection. This research used blog posts and articles from an Indonesian
website (kompasiana.com) with content spanning 2018-2022. A total of 7,680 blog posts
from various categories were retrieved, written by 15 randomly chosen valid authors (512
posts each). Note that site management data were used to ascertain the ground truth
text-to-author configuration, which was used to evaluate the prediction accuracy of the
various machine learning models tested.

2.2. Preprocessing. Preprocessing was conducted to remove noise and prepare the da-
ta for robust machine learning. Data obtained during the web crawling is preprocessed
according to case folding, filtering, stop words removal, and tokenization stages.

Case folding was performed, changing random capital letters to lower-case forms and
vice versa. Subsequently, words were ASCII encoded, unnecessary characters were dis-
carded, and the words were recorded to UTF-8. Characters, words, and phrases unique to
kompasiana.com and website presentation were removed, including URLs, ads, and meta-
data. This step is called filtering. Unnecessary stop words were also removed to reduce
computing overhead. Lastly, the remaining dataset was tokenized to save space. Data vol-
ume reduction is known to improve performance, and the methods applied have already
been determined to avoid biasing NLP task results [12].

2.3. TF-IDF feature extraction. We converted every article or post to a feature vec-
tor at this stage. Feature extraction and selection applied TF-IDF vectorization with
a unigram model whose weight value per word was based on its frequency in the text.
TF-IDF is commonly used for text mining and NLP [13]. TF-IDF was chosen because it
can evaluate the relationship of each word in a set of documents [14]. This method can
extract the essential words in the document and improve the search. Another advantage
of TF-IDF is that it is easy, lightweight, and does not require heavy computing.

2.4. Generating classification model. The vector generated at the feature extraction
stage is used for classification. The classification method chosen was logistic regression,
SVM, Naive Bayes, random forest, and gradient boosting, as explained in the following
sub-subsections.
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2.4.1. Logistic regression. The logistic regression technique learns the connection prob-
abilities between independent (z) and dependent (y) variables [15]. This method will
classify data into discrete classes. In this study, logistic regression will calculate the prob-
ability of an article being included in an existing category or list. Then, calculating the
logistic regression uses the sigmoid function, which converts anything into a range of 0
and 1. Logistic regression is represented by an equation [16]:
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(1)

p =
14 e
where ¥ = (z1,9,...,2y) is feature vector of instance data, p is the predicted output
probabilities, « is the y intercept, f; is the regression coefficient, and e = 2.71828 is the
base of the system of natural logarithms.
Subsequently, we calculate the logits or log odds to determine the predicted class as
follows:
p
log(odds) = In (1 - p) (2)
When the p equals 0.8 for binary classification (A and B), and the odds value equals 4. Tt
means the probability that class is class A will be greater than class B. Since we implement
logistic regression for multi-class classification tasks, several independent binary logistic
regression models will be built, for example, when we have three classes (A, B, and C),
the first model was built to separate class A and the rest of the class (classes B and C),
and the subsequent model was built to separate classes B and C.

2.4.2. Support vector machine. SVM is one of the well-known classification algorithms
that applies statistical learning to sample training data. In this case, text data were used
for training [17]. SVM uses a simple mathematical model, as in wz’ + v = 0, to enable
the division of linear domains [18]. SVM can handle linear and non-linear problems. This
study uses linear SVM. Although linear SVM is generally intended for binary classification,
multi-class classification can be handled using the One-to-Rest or One-to-One approaches.
In this study, we implemented the One-to-Rest approach.

2.4.3. Naive Bayes. Naive Bayes classification applies a statistical method of predicting
prospective members of categorical groups [19]. This method uses a simple probabilistic
classifier that computes probabilities by counting the frequencies and combinations of
values in a given dataset. Applying the Bayes concept, which assumes all independent
variables and only considers the value of each class variable, causes the classification in
this study only to consider the features of each class [20]. Even though it is called naive
because it rarely applies in the real world, classification using Naive Bayes can learn
quickly. Equation P(A|B) = % is used to determine the conditional probability.
P(A|B) is the probability of the occurrence of event A when event B occurs, P(A) is the
probability of the occurrence of A, P(B|A) is the probability of the occurrence of event
B when event A occurs, and P(B) is the probability of the occurrence of B.

2.4.4. Random forest. The random forest model applies an ensemble learning technique
to constructively regressing options using decision trees during training. A decision tree is
used as a base in this development method; the random forest will build many trees, and
then the best feature will be randomly selected. That is why it is called random [21]. Every
tree in the forest will be used for classifying new objects from the input. Random forest
will choose the classification with the most votes from each tree. The classes identified
by most trees are then chosen [19]. Random forest can be described with a mathematical
model n;; = w;Cj — Wiep(j) Clet(j) — Wright(j)Cright(j)- Mij is the importance of node j, w; is
weighted number of samples reaching node j, C; is the impurity value of node j, left(j) is
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the child node from the left split on node j, and right(j) is the child node from the right
split on node j. Random forest is considered to be able to handle high-dimensional data
such as text. A random forest runs with subsets of data. Then the random forest is also
considered to work faster because it only works on some of the features in the model.

2.4.5. Gradient boosting. The boosting algorithm has the main characteristic of convert-
ing weak learners into solid and robust classifiers. One of the well-known boosting families
is gradient boosting. Gradient boosting [22] uses a gradient descent learning model that
minimizes the calculated loss to improve accuracy. The gradient boosting learning process
continuously adapts new models to provide more accurate estimates of class variables [23].
Each new model tends to correlate with and minimize the negative slope of the system’s
loss function. Although boosting can be done by adding a new model to the acid sequen-
tially and in each iteration, the model will learn from the mistakes learned from all the
sources, decreasing the gradient makes classification more effective.

2.5. Evaluation. The model that has been formed is then essential to check whether the
model is working correctly. It is because machine learning aims to learn patterns that
generalize well to unseen data and not just memorize the data seen during training. The
model performance was evaluated using accuracy. In short, accuracy is the fraction of
predictions our model got right.

3. Result and Discussion. The model will be formed based on a predetermined clas-
sifier. The classifier consists of logistic regression, SVM, Naive Bayes, random forest, and
gradient boosting. Then it will be evaluated and compared to produce the best mod-
el. Typically, researchers test hyperparameter values based on the sizes of the training
and testing datasets. Nguyen et al. [24] showed that training and testing dataset size
combinations could significantly affect model performance, even improving it. Hence, we
experimented with three different splitting ratios (90 : 10, 80 : 20, 70 : 30). Ratio 90 : 10
which means 90% of the data is for training and 10% for testing. The same intent applies
to 80 : 20 and 70 : 30. Table 1 shows the evaluation results of each machine learning
model and training-testing ratio.

TABLE 1. Comparison of evaluation results

Training-testing dataset ratios
90:10|80:20 | 70:30 | Average
Logistic regression | (.88 0.87 0.87 0.87

SVM 0.94 0.93 0.93 0.93
Nailve Bayes 0.77 0.77 0.76 0.77

Random forest 0.84 0.83 0.83 0.83

Gradient boosting | 0.86 0.86 0.84 0.85
Average 0.86 0.85 0.85

Based on Table 1, we can calculate the average of each splitting ratio for all methods.
It serves to find out the best comparison for the data. The average comparison of each
splitting ratio is illustrated in Figure 2(a). The average for each classification method
is compared to determine which is best for all ratios. The average comparison for each
method is illustrated in Figure 2(b).

Figure 2(a) shows that the splitting ratio with a value of 90 : 10 has the highest accuracy
of 0.86. It is compared to the splitting ratio of 80 : 20 and 70 : 30, with both accuracy
values of 0.85. It shows that this dataset’s accuracy is directly proportional to the data
training and the decrease in data testing. Generally, the 80 : 20 ratio is popularly used in
dividing training and test data. A more extensive training data ratio causes more data
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FI1GURE 2. Graph of evaluation results

variations to be trained, so the model can learn the data distribution better and improve
model performance. However, these conditions still depend on the characteristics of the
data being trained. As has been explained, the research dataset is a dataset of articles
from citizen journalism with a total of 15 classes, so the multi-class classification task that
must be handled in this study is very complex. This problem must be balanced with a
large number of data samples. Therefore, a 90 : 10 division is the most appropriate ratio.

Based on Figure 2(b), the SVM performs best compared to all other methods. The
average accuracy value produced by SVM reaches 0.93. This study aligns with the previous
study by Zhou et al. [25], which shows that SVM outperformed the other classical machine
learning models, such as Naive Bayes and random forest, for poetry Chinese authorship
attribution. This result is due to the ability of the SVM model to handle both categorical
and continuous variables. Previously defined TF-IDF converts a set of words into a vector.
TF-IDF generates continuous values that can be handled with SVM. SVM divides data
items into classes to fix the hyperplane and maximize marginal value. It causes the data
to correlate better, even when the values are well outside the class mean. In particular,
textual data is highly similar, even when written by different authors.

Nonetheless, SVM handles this task without issue. Even using linear SVM, multi-class
assignments can be handled by combining several binary classifications. Moreover, SVM
can use higher dimensional spaces with certain mapping functions that allow non-linear
correlations.

Logistic regression, gradient enhancement, and random forest methods also show good
accuracy values. Logistic regression does not require an assumption of normality between
the independent variables; hence, there is no need to test this assumption. Improved
gradients are good at handling data with complex patterns, which are common in textual
data. The random forest method uses recursive decision trees for feature selection and
is good at clarifying data with incomplete attributes or noisy features. Thus, it can also
deal with non-linear problems. However, this method requires configuration at an early
stage, and if the selected hyperparameter combination is correct, the resulting prediction
will be optimized.

This research uses multinomial Naive Bayes, which can handle multi-class classification
problems. Naive Bayes has the lowest accuracy value because it relies on probabilistic
correlation data to make predictions. Therefore, multicollinearity can hinder good per-
formance. Several types of Naive Bayes are commonly used in classification. Multinomial
Naive Bayes uses Bayesian theory as a basis for classification by calculating the probabil-
ity distribution of each class. However, unfortunately, multinomial Naive Bayes can only
work well with discrete data but do not work with continuous data, and it is known that
the TF-IDF used produces continuous data.
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4. Conclusions. In this study, we experimented with various machine-learning methods
to match 15 authors with their respective text sections based on collected blog data.
The collected data were preprocessed, and the TF-IDF feature vectorization was used for
extraction and matching. This study compares the logistic regression model, SVM, Naive
Bayes, random forest, and gradient boosting. After preprocessing and vectorization, the
data is classified by several methods (i.e., logistic regression, SVM, Naive Bayes, random
forest, and gradient boosting) to find the best model. The search for the best model also
uses different dataset splitting. The results show that the splitting ratio of 90 : 10 has the
highest accuracy value, which explains that the increase in training data and the decrease
in data testing are directly proportional to the accuracy. Subsequently, the SVM method
has the highest accuracy, with an average of 0.93, because SVM can handle categorical
and continuous variables well and then divide the data items into classes to improve the
hyperplane and maximize the marginal value. It causes better-correlated data.

As future research work, the deep learning model can be developed to generate an
authorship attribution model. Our current model is limited only to the classical machine
learning model. Generally, the Recurrent Neural Network (RNN) is outperformed in a task
related to sequential data, such as citizen journalism articles. We want to experimentally
test the performance of several architectures in RNN, such as Long Short-Term Memory
(LSTM), bidirectional LSTM, LSTM with attention mechanism, and Gated Recurrent
Unit (GRU). Another proposed research area uses different word vectorization techniques,
such as Word2Vec or Bidirectional Encoder Representations from Transformers (BERT).
Both Word2Vec and BERT use dense vector representation so that it is expected to be
more able to understand the semantics of the word. Whereas this study still employed
the TF-1IDF.
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