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ABSTRACT. Image Quality Assessment (IQA) is crucial in computer vision, yet label
imbalance poses a persistent challenge, impacting model evaluation and generalization.
This study proposes a novel approach to address IQA label imbalance by integrating Con-
trastive Language-Image Pre-training (CLIP) with Label Distribution Smoothing (LDS)
and Feature Distribution Smoothing (FDS). Our method not only introduces an innova-
tive pipeline for IQA but also effectively mitigates label imbalance. Experimental results
on the KonlQ-10k dataset, yielding approzimately 6.945 Mean Absolute Error (MAE),
and on our internal dataset, achieving 0.345 MAE for target values with limited samples,
demonstrate significant improvements, with a notable reduction in bias towards regions
with abundant samples. This research contributes to advancing IQA methodologies and
offers promising directions for future investigation.

Keywords: IQA, Contrastive Language-Image Pre-training (CLIP), Deep regression,
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ing (FDS)

1. Introduction. In the dynamic field of computer vision, deep learning has been a
driving force behind significant advancements, particularly in the area of Image Quality
Assessment (IQA). This field is crucial for evaluating the perceptual quality of images
and plays a vital role in domains such as surveillance, where accurate image analysis
is paramount. It also has a significant impact on the user experience in advertising and
social media platforms, where the quality of visual content can influence user engagement.

However, like many challenges in deep learning, addressing imbalanced datasets in the
IQA presents a significant difficulty. The issue occurs when some classes in the dataset
have fewer images compared to others, significantly impairing the model’s performance to
generalize effectively. Effectively addressing this imbalance is crucial in order to greatly
enhance the accuracy of IQA models, particularly in applications where detailed evalua-
tions of image quality are absolutely vital.

This paper introduces a new research trend by proposing a pipeline that utilizes a
custom CLIP backbone and various methods to address the issue of imbalanced datasets.
This innovative approach not only improves the accuracy of IQA models but also serves
as a foundation for other research groups to further refine and enhance their work.

In practical terms, the advancements presented in this paper have the potential to
revolutionize the way images are selected and recommended on e-commerce platforms.
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IQA can help in automatically selecting or generating images that are most appealing
to users, based on learned human visual preferences. By accurately assessing the quality
of images, our model can enhance image recommendation systems that could improve
customer satisfaction and drive sales.

The manuscript is structured as follows. Section 2 presents an overview of relevant
work. Section 3 details the proposed method. Section 4 outlines the experimental results.
Finally, Section 5 presents the conclusion of the paper.

2. Related Works.

2.1. IQA datasets. KonlQ-10k [1] is the dataset containing 10,173 in-the-wild images
collected in crowdsourcing environments. Over 1,459 individuals meticulously employed
120 rigorous criteria to assess the exceptional quality of each and every image. We can
create models with more accuracy and generalizability thanks to various ratings.

The Smartphone Photography Attribute and Quality (SPAQ) database, as presented
in [2], consists of 11,125 images taken by 66 different smartphones. The vast database
encompasses a diverse array of human evaluations for each photograph, providing compre-
hensive assessments of image quality and various attributes including brightness, color-
fulness, contrast, noise, and sharpness. Moreover, the dataset includes labels that classify
images into different scene categories. These categories comprise animal, cityscape, hu-
man, indoor scene, landscape, night scene, plant, still life, and more.

Nevertheless, these datasets exhibit an imbalance, with a notably smaller number of
high-quality and low-quality images. This inherent imbalance in their nature reflects the
likelihood that normal-quality images are more commonly captured. As part of our re-
search, we will examine the distribution of the dataset and work on implementing robust
methods to tackle the imbalance issues within the IQA dataset.

2.2. Imbalanced regression.

2.2.1. Label distribution smoothing. Label Distribution Smoothing (LDS) [3] is designed
to handle imbalanced data by estimating the dataset’s effective label density distribution.
The development of LDS was prompted by experiments that showed the power of using the
original label density distribution of a dataset as a weighting loss function in imbalanced
classification tasks. However, it may not be practical in imbalanced regression tasks due
to the hidden information between nearby target values, such as images with a similar
Mean Opinion Score (MOS).

Label distribution smoothing addresses this problem by using kernel density estimation
to effectively estimate the label density distribution of the dataset. A symmetry kernel,
such as the Gaussian kernel, is convoluted with the original density distribution, resulting
in a smooth distribution that allows nearby labels to share information in data samples.
Various strategies are available to utilize the weighted loss function effectively. To enhance
the accuracy of the results, techniques such as inverting or calculating the square root of
the estimated density obtained from LDS for every target value could be used.

2.2.2. Feature distribution smoothing. Feature Distribution Smoothing (FDS), introduced
in [3], along with LDS, is a technique to handle imbalanced deep regression. FDS oper-
ates in feature space, unlike LDS, which operates in label space. The idea behind this
approach is that data points near the target value should show similarities in their feature
embeddings. For example, in IQA, images in nearby MOS should have a close distance
in their feature embedding.

The technique modifies the feature mean and covariance distribution using kernel smoo-
thing to smoothen the feature statistics distribution. Then, the whitening and re-coloring
procedure introduced in [4] is applied to the feature embedding of each data point to
calibrate the feature. Feature distribution smoothing can be integrated seamlessly into
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network architectures by adding the FDS calibration layer after the feature extractor. The
combination of LDS and FDS has demonstrated its effectiveness in various imbalanced
regression tasks [3], such as age prediction and depth estimation.

2.3. IQA method.

2.3.1. Traditional methods. Traditional IQA models are usually divided into two stages:
identifying distortion types and evaluating quality according to distortion types. These
models often use handcrafted features from the frequency domain or the spatial domain
of images, and use machine learning methods such as support vector machine to clas-
sify distortion types and regress quality scores. Examples of these models are BIQI [5],
DIIVINE [6], BLIINDS [7], BLIINDS-II [8], BRISQUE [9], and NIQE [10].

However, these models have some limitations that they cannot have the deep under-
standing of the nature of the image and the distortion types, i.e., these features only
reflect the objective quality of the image and cannot capture the human preference or
priority when viewing the image.

2.3.2. CLIP for IQA. Traditional deep learning methods for NR-IQA usually require
designing network architectures that are suitable for the type of noise and impact on the
image quality, as well as pretraining the network with labeled IQA dataset. However,
these cannot exploit the ability of a deep learning model that is pre-trained on a large
and diverse dataset, enhancing the generalization ability for real-world situations.

Some studies have exploited the potential of CLIP [11] for the IQA problem. For ex-
ample, [12] proposed a new IQA method, which can be explained, using multiple pairs
of contrasting words corresponding to the features describing the image quality. This
method not only can estimate the quality score of the image, but also identify the causes
leading to that score. Experimental results show that this method outperforms existing
zero-shot IQA methods in terms of accuracy and can evaluate the causes of image qual-
ity degradation. [12] explored CLIP for assessing the appearance and feeling of images.
They proposed a new IQA method, using some suggestive words to describe the desired
appearance and feeling of the image, and using the contrast between the image and the
suggestive words to estimate the image quality. They also provided many experiments on
controlled datasets and standard IQA datasets.

Therefore, acknowledging the limitations of traditional IQA methods in grasping the
intrinsic nature of images and types of distortion, which merely reflect objective image
quality without capturing human preferences, our work adopts the CLIP approach to bet-
ter reflect human perception of image quality and gain more generalization on inferencing.

3. Proposed Method. Our study unfolds in two primary stages for each dataset. In the
first stage, we delve into the LDS method using the CLIP image encoder as a backbone,
analyzing data distribution and tackling imbalances. Following successful initial experi-
ments, we refine the LDS application by tuning bin size and Gaussian kernel parameters of
it to create a smoothed label density distribution. We then apply a weighted loss function
based on this distribution, focusing on training the regression head of the model CLIP.
In the second stage, we proceed to reuse the LDS label smoothed distribution that were
set in the previous step, and proceed to train further with FDS.

This study thoroughly analyzes the KonlQ-10k dataset and an internal dataset, both of
which are image quality assessment datasets that depict real-world scenarios. We assess
the extent of the data imbalance and its influence on the performance of image quality
assessment models by examining the data distribution. By doing that, we implement po-
tent methods to address the data imbalance problem in the dataset, including LDS and
FDS, which are expected techniques for tackling label and feature imbalances. Simultane-
ously, in testing the methods to deal with the data imbalance mentioned above, we also



1148 H. T. NGUYEN, A. C. HOANG, M. C. BUI AND T. L. DANG

experimented with the model CLIP. This powerful image encoder can analyze vast sets
of image-text pairs from the current dataset to assess its versatility in evaluating image
quality. The details of the model CLIP settings on the IQA dataset are presented in
Section 3.1, and the data analysis and evaluation are presented in Section 3.2. Overall,
the process of conducting data research and applying methods is illustrated in Figure 1.
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FiGURE 1. The total stages of imbalance handling methods used

3.1. Vanilla CLIP model for IQA. Following [3], we use the term Vanilla Model as
models that do not adopt any imbalance-handling method. We train a vanilla CLIP model
with transfer learning from the pretrained image encoder vit_base_patch32.224 clip_
laion2b from Laion [13] because CLIP is a foundation model of computer vision tasks
trained with a very large dataset of up to hundreds of millions of image-text pairs and it
can store the semantics of text.

We also apply additional residual connections to resolving the gradient vanishing prob-
lem when stacking multiple layers on top of each other. Thus, the embedding feature
vectors of images can be learned more efficiently. Specifically, we remove the text encoder
layer of CLIP, and only use the image encoder of CLIP. That is, we feed the image en-
coding vector of CLIP, which usually has 768 dimensions, as the input. Then, we freeze
the image encoder layer, to use all the knowledge that has been learned before, to extract
the semantic features from the image quality assessment dataset, and use a new projec-
tion layer to map the semantic features to the output for the fully-connected layer. The
detailed architecture is described through the figure (Figure 2).

3.2. Dataset analysis.

3.2.1. The KonlQ-10k dataset. After doing an investigation about the imbalance of the
dataset, we find that the dataset was extremely on the state of imbalance. Beforehand,
for convenience, since the domain of label is on R, we set the bin size as 0.1. Figure 3
shows clearly that the labels of the dataset are skewed to one side in the distribution.
Specifically, the labels are concentrated on the range 2.2-3.9, while the labels from 0-1
and from about 4.2 to 5 are zero-shot samples. The few-shot samples are in range 1-2
and 3.5-4.2.

As the vanilla model in Section 3.1 undergoes the early stages of training, it becomes
clear that the loss in the labeled area of the rich label significantly decreases when the
number of labels increases. In this area, the loss value is remarkably low. On the other
hand, the two sides with fewer labels show a significantly high loss. What truly sets it
apart is its extraordinary shape — a bell curve that slightly tilts to the right. On the right
side, the label area may appear smaller, but it is surrounded by a cluster of labels. On the
left side, there is a neighboring area with a label density that gradually increases, forming
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Ficure 3. The KonlQ-10k dataset exhibits a right-skewed distribution.
The original scale ranges from 0 to 100, but we have rescaled it to 0 to 5
for analysis, with a mode around 3.5 and most values falling between 2.2
and 3.9.

a steep slope. However, the label area in this neighbor is significantly smaller compared
to other parts. It can be inferred from this that the neighboring labels have a significant
impact on the nearby few-shot label areas. Using the same weight for these two regions
is not a fair approach. In this case, we ultilize LDS to accurately determine the weight
for each region.

In addition, to enhance the balance between the labels, we also use FDS, to help the
CLIP feature vector embedding become more balanced, because it has to learn on a
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FIGURE 4. The weight value of labels after using LDS

dataset that is quite biased towards the mode of distribution, so calibrating the model’s
feature is necessary to help the model stabilize the features before passing them through
the fully-connected layer to learn the exact score characteristics according to each region.

3.2.2. The internal dataset. Our internal dataset consists of 70,000 images, including food,
locations, scenery, and people. These images have a standard size of 224 x 224 pixels.
We assess the excellence of the images by relying on MOS ratings provided by a panel of
annotators utilizing a scale ranging from 0 to 4. Higher scores ultimately signify superior
image quality.

After labeling the data, our next step is to carry out an extensive analysis to eval-
uate the distribution and identify any imbalances in the dataset. In Figure 5, we can
see that the dataset also faces a very serious problem of imbalance, with most of the
sample points belonging to interval [0,2]. Labels 3 and 4 are actually rare occurrences,
and training the model without addressing the imbalance in the dataset will inevitably
introduce bias towards these specific areas. This will concentrate the test loss in the [3, 4]
region, particularly affecting sample points with a score of 4. Training the model with
such a dataset will undoubtedly lead to outstanding performance, as it will be capable
of predicting labels consisting solely of numbers 1 or 2, resulting in a remarkable over-
all Mean Absolute Error (MAE) score. However, this expectation is nothing but a mere
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FIGURE 5. Distribution about internal dataset
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hallucination. Effective techniques can be applied to address data imbalance and ensure
unbiased results, as demonstrated with the KonlQ-10k dataset.
After analysis, we gain the combination of parameters for LDS and FDS as LDS: r =1,

m = 100, w(x) = \/g, krps = N(12,10) and FDS: uw = 0, s = 1, krps = N (5,2) where:
N (p, o) is the normal distribution with mean p and standard deviation o.

e For LDS, r, m, w(x), krps are symbols for the parameters resolution, max target,
reweighting function, and kernel of LDS.

e For FDS, u, s, kppg are symbols for the parameters of the start update epoch, start
smooth epoch and kernel of FDS.

4. Experiments.

4.1. Environment and hyperparamters settings. In this study, we performed ex-
periments on GPU NVIDIA P100, running each experiment for 200 epochs continuously.
The images were resized to 224 x 224 to be able to use the backbone image encoder from
CLIP directly. The experiment involved the Vanilla CLIP model, a fusion of the CLIP
model with LDS, as well as a merger of the CLIP image encoder with both LDS and FDS.

We used Adam [14] as the optimizer. For the KonlQ-10k dataset, we used a learning
rate of 0.1, while for the internal dataset, we used a learning rate of 0.01. This was
because the label range of KonlQ-10k was from [0, 100], which was wider and larger than
the internal dataset, which was from [0, 4]. Other hyperparameters of Adam were the
same in both datasets which were set as 8; = 0.9, 35 = 0.999, ¢ = 1le~%, X\ = 0, where
b1, Bo are coefficients of computing averages of gradient in exponential moving average
strategy.

4.2. KonlQ-10k. Having analyzed the imbalance and the distribution of the dataset,
we proceed to train experiments with sequentially adding components. To evaluate, we
use the MAE (Mean Absolute Error) metric for each region. Overall, the methods for

addressing the imbalance issue have been consistently effective across various datasets,
notably the KonlQ-10k dataset.

TABLE 1. Ablation study on KonlQ-10k dataset. The highlight values show
the best result. CLIP + LDS + FDS shows up to be the best in “All” and

the most sample region [60, 80] case. The optimal MAE for the whole dataset
is with CLIP + LDS.

Model [0,20] [20,40] [40,60] [60,80] [80,100]  All
CLIP 8.2582 10.4142 9.3396 5.8455 2.0101 7.4405
CLIP + LDS 6.9505 8.3953 8.5447 5.8799 2.703  6.9477
CLIP + LDS + FDS 8.0852 9.6857 8.6172 5.4826 3.3175 6.9449

4.3. Internal dataset. Table 2 shows results in our internal dataset. In our internal
dataset, we have found an acceptable trade-off between the MAE of all labels and the MAE
of specifically labels 3 and 4. This balance is achieved while also significantly improving the
overall balance between labels 3, 4, and the dataset as a whole. The difference noticeably
decreases when using the methods LDS and then combining both LDS and FDS.

5. Conclusion. In this publication, we have explored the data imbalance issue in the
most famous and standard IQA dataset, KonlQ-10k, in Section 3.2. We have applied
various methods to mitigating the effect of data imbalance on the test loss, and also
proposed a simple regression head to help fit the CLIP embedding vectors in IQA more
accurately at Section 3.1.
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TABLE 2. Ablation study on internal dataset. Highlighted values represent
the best result. Our experiments demonstrate that the combination of LDS
and FDS significantly reduce the MAE on images with groundtruth values
in the range (3,4). While the overall MAE is increased slightly, it is due to
the rebalancing effect towards low-sample data.

Model 3 4 3&4 All
CLIP 0.9282 1.8276 0.9548 0.3297
CLIP + LDS 0.4270 0.9321 0.4420 0.3844

CLIP + LDS + FDS 0.3421 0.5934 0.3458 0.3766

In addition, we have introduced a new IQA dataset to evaluate the effectiveness of these
methods in an objective way in Section 4.3. Ensuring objectivity in evaluation is essential
when dealing with imbalanced datasets, making it crucial to apply dataset imbalance-
handling methods to addressing this issue of authenticity imbalance. In practice, we have
verified the effectiveness of these methods, and obtained improvement on both datasets
we have mentioned. The combination of CLIP, LDS, and FDS in the internal dataset
consistently outperforms all other approaches, producing a remarkable MAE of 0.3766
for the whole dataset. The result of CLIP + LDS + FDS shows up to be balancing in
KonlQ-10K. approximately 6.9449 of all samples.
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