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Abstract. A non-photorealistic rendering method has been proposed to automatically

generate cell-like images from photographic images by an iterative process using inverse

iris filter. Cell-like images are expressed by superimposing cell-like patterns that imitate

the cell membrane and cell nucleus on the photographic images. However, cell-like images

generated by the conventional method have areas where cell-like patterns are unlikely

to occur, and the shape of cell-like patterns does not change much. In this paper, we

improve the appearance of cell-like images by reducing the areas that are unlikely to

occur and changing the shapes of cell-like patterns. Our method extends the conventional

method to use multiple radii. To validate the effectiveness of our method, we conducted an

experiment using various photographic images. Additionally, we conducted an experiment

to visually confirm cell-like patterns that change when the value of the parameters added

by our method is changed.

Keywords: Non-photorealistic rendering, Cell, Inverse iris filter, Multiple radii, Quality
improvement

1. Introduction. Many studies have been done on non-photorealistic rendering [1, 2,
3, 4, 5, 6, 7, 8, 9]. Non-photorealistic rendering is a computer graphics technique [10]
for converting photorealistic images into non-photorealistic images, and can imitate the
painting styles of famous painters and cartoonists, or create unprecedented art expressions.
A method of non-photorealistic rendering for unprecedented art expressions is proposed,
which automatically generates cell-like images from photographic images [11]. Cell-like
images are expressed by superimposing cell-like patterns that imitate the cell membrane
and cell nucleus on the photographic images. The conventional method is executed by an
iterative process using inverse iris filter. Inverse iris filter is a combination of iris filter
[12, 13] and inverse filter [14, 15]. However, cell-like images generated by the conventional
method have areas where cell-like patterns are unlikely to occur, and the size and shape of
cell-like patterns do not change much. Therefore, methods for improving the appearance
of cell-like images have also been proposed [16, 17, 18]: [16] emphasized aligned cell-like
patterns by synthesizing sine and cosine waves into photographic images, [17] emphasized
and aligned cell-like patterns along the edges by using Euclidean distance from the edges
of photographic images, and [18] changed the size of cell-like patterns by using RGB-D
images.

In this paper, we improve the appearance of cell-like images by reducing the areas
that are unlikely to occur and changing the shapes of cell-like patterns. Our method is
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executed by an iterative process using inverse iris filter with multiple radii. To verify
the effectiveness of our method, we conducted an experiment using various photographic
images. Additionally, we conducted an experiment to visually confirm cell-like patterns
that change when the value of the parameter added by our method is changed. As a
result of the experiments, it was found that our method can reduce the areas that are
unlikely to occur and can change the shape of cell-like patterns by changing the value of
the parameter.
This paper is organized as follows: the second section describes our method for gen-

erating cell-like images from photographic images, the third section shows experimental
results and reveals the effectiveness of our method, and the conclusion of this paper is
given in the fourth section.

2. Our Method. Our method was implemented in two steps: Step 1 is a process using
iris filter with multiple radii, and Step 2 is a process using inverse filter. In Step 2, a
process to generate cell-like patterns is added to the areas where cell-like patterns are
unlikely to occur. Steps 1 and 2 are repeated, where the radii in Step 1 are changed
according to the iteration number. A flow chart of our method is shown in Figure 1.

Figure 1. Flow chart of our method

Details of the steps in Figure 1 are explained below.

Step 0: Let input pixel values of RGB on color image coordinates (i, j) be fR,i,j , fG,i,j

and fB,i,j . The pixel values fR,i,j, fG,i,j and fB,i,j have value of U gradation from 0
to U − 1. The gray scale pixel values fi,j are calculated by the following equation.

fi,j =
fR,i,j + fG,i,j + fB,i,j

3
(1)

Then, let the pixel values of the image at the t-th iteration number be f
(0)
R,i,j, f

(0)
G,i,j,

f
(0)
B,i,j and f

(t)
i,j , where f

(0)
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(0)
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(0)
B,i,j = fB,i,j .

Step 1: Assuming that the basic radius used in iris filter is r and the number of the
radii is N , the radius rt used in the t-th iteration is calculated as follows:

rt = r(((t− 1) mod N) + 1) (2)

where mod represents the remainder operation.

Let output pixel value after the process with iris filter on f
(t)
i,j be IF

(

f
(t)
i,j

)

. Iris filter

is executed with the peripheral pixels (k, l) in the radius rt from the target pixel (i, j).

Compute the angles θ
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i,j,k,l between a vector (i− k, j − l) from the peripheral pixels
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. Let

the convergence indexes of the target pixel (i, j) be c
(t)
i,j . The convergence indexes
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i,j are calculated by the following equation.
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(3)

Let the minimum and maximum values of c
(t)
i,j in all pixels be c

(t)
min and c

(t)
max, respec-

tively. Convert c
(t)
i,j to C

(t)
i,j by the following equation.

C
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(4)

The values IF
(

f
(t)
i,j

)

and C
(t)
i,j are the same value.

Step 2: Compute the pixel values f
(t)
R,i,j, f

(t)
G,i,j and f

(t)
B,i,j by using inverse filter as
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3
(8)

where a is a positive constant less than or equal to 1. By the following equations,
it is possible to generate cell-like patterns even in the areas where cell-like patterns
are unlikely to occur.
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Repeat the process of Steps 1 and 2 NT times. The image composed of the pixel

values f
(NT )
R,i,j , f

(NT )
G,i,j and f

(NT )
B,i,j is a cell-like image.



232 T. HIRAOKA AND S. HAMASAKI

3. Experiments. We mainly conducted two experiments: the first experiment visually
confirmed cell-like patterns generated by changing the newly added parameters, basic ra-
dius r and number of the radii N , using Lenna image shown in Figure 2, and the second
experiment visually confirmed cell-like patterns generated from various photographic im-
ages shown in Figure 3. All photographic images used in the experiments were 512 ∗ 512
pixels and 256 gradation, and the values of the parameters a and T were set to 0.4 and 20
with reference to [11], respectively. As the value of a becomes bigger, the lines between
cells representing the cell membrane become hard to see, but the regions representing the
cell nucleus become clear. In [11], cell-like patterns were easy to see when the value of
a was around 0.4. As the value of T becomes bigger, cell-like patterns become clear and
cell-like images are converged. In [11], cell-like images converged when the value of T was
around 20.

Figure 2. Lenna image

Figure 3. Various photographic images

3.1. Experiment with changing the values of the parameters. First, we assessed
the variation in cell-like images generated by changing the number of the radii N with
r = 3 in all cases using Lenna image. The results for N = 1, 2, 3, 4, 5, 6, 7 and 8 are
shown in Figure 4. When the number of the radii N is 1, it is a cell-like image of the
conventional method [11]. As the number of the radii N increased, the shape of cell-like
patterns became more distorted and fine cell-like patterns were reduced. Additionally,
compared with the cell-image (Figure 4(a)) of the conventional method [11], cell-like
patterns became clearer in the whitish area in the lower right as the number of the radii
N increased.
Next, we assessed the variation in cell-like images generated by changing the basic

radius r with N = 5 in all cases using Lenna image. The results for r = 1, 2, 3 and 4 are
shown in Figure 5. As the basic radius r increased, the size of cell-like patterns became
larger and the shape of cell-like patterns became more distorted.

3.2. Experiment with various photographic images. We applied our method to four
photographic images shown in Figure 4 with r = 3 and N = 5 in all cases. The results
for four photographic images are shown in Figure 6. In all cases, cell-like patterns could
be automatically generated on the whole image, and the shape of cell-like patterns could
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(a) N = 1 (b) N = 2 (c) N = 3 (d) N = 4

(e) N = 5 (f) N = 6 (g) N = 7 (h) N = 8

Figure 4. Cell-like images with the number of the radii N = 1, 2, 3, 4, 5,
6, 7 and 8

(a) r = 1 (b) r = 2 (c) r = 3 (d) r = 4

Figure 5. Cell-like images with r = 1, 2, 3 and 4

Figure 6. Various cell-like images

be distorted. Additionally, cell-like patterns were also generated in the finely textured
region (mandrill hair in the third image from the left).

4. Conclusions. We proposed a non-photorealistic rendering method to automatically
generate cell-like images with reducing the areas that are unlikely to occur and distorting
the shape of cell-like patterns from photographic images. Our method was executed by
an iterative process using inverse iris filter with multiple radii. We demonstrated the
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effectiveness of our method through two experimental sets: the first experimental set
visually confirmed cell-like patterns generated by changing the number of the radii added
by our method using Lenna image, and the second experimental set visually confirmed cell-
like patterns generated from four photographic images. As a result of the experiments, it
was found that our method can distort the shape of cell-like patterns and the shape of cell-
like patterns can be changed by changing the number of the multiple radii. Additionally,
it was found that cell-like patterns could be automatically generated on the whole image.
The future task is to expand our method for application to videos and three dimensional

data.
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