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Abstract. We propose a new non-photorealistic rendering method for automatically
generating trippy-pattern (TP) images from photographic images. TP images are non-
realistic images represented by overlapping colorful and curved areas on photographic
images. Our method is performed by an iterative calculation using variance-covariance
matrices derived from the pixel values in the window. To verify the effectiveness of our
method, we visually checked TP images generated from various photographic images.
Additionally, we visually confirmed how TP images generated by changing the values of
the parameters in our method changed.
Keywords: Non-photorealistic rendering, Trippy pattern, Variance-covariance matrix,
Automatic generation

1. Introduction. Numerous studies [1, 2, 3, 4, 5, 6] have been conducted on non-
photorealistic rendering (NPR), which transforms photographic images into non-photo-
realistic images through image processing [7, 8]. NPR is suitable for cases such as paint-
ings and illustrations where only part of the information in a scene is to be conveyed, or
where the author’s intention or sensitivity is to be incorporated. Recently, NPR has been
studied not only to imitate existing artistic expressions, but also to create unprecedented
expressions [9, 10, 11, 12, 13, 14]. As NPRs with the unprecedented expressions, oil-film-
like images [9] generated using upper and lower smoothing filters, bubble images [10]
generated using absolute difference in window, checkered pattern images [11] generated
using Prewitt filter with expanded window size, fingerprint-pattern images [12] generat-
ed using cosine-wave-weight smoothing filter, cell-like images [13] generated by inverse
iris filter, and Islamic-pattern-like images [14] generated by weight-shifted bilateral filter
have been proposed. In the natural world, oil-film-like images and bubble images imitated
patterns related to physical phenomena, and fingerprint-pattern images and cell-like im-
ages imitated patterns related to living things. On the other hand, in the human world,
checkered pattern images and Islamic-pattern-like images incorporated human-created
patterns to achieve unprecedented expressions. The studies exploring the generations of
non-photorealistic images of unprecedented expressions represent a leap into uncharted
artistic territory. The development of new NPRs with unprecedented expressions is one
important theme of NPRs.

We propose a novel method to generate trippy-pattern (TP) images from photographic
images as an NPR with an unprecedented expression. TP images are non-realistic images
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represented by overlapping colorful and curved areas on photographic images, and are clas-
sified as non-photorealistic images that incorporate human-created patterns in the human
world. However, TP images are non-photorealistic images with expressions completely
different from checkered pattern images and Islamic-pattern-like images, and as far as the
authors have investigated, non-photorealistic images with expressions like TP images do
not exist. Our method is performed by an iterative calculation using variance-covariance
matrices derived from the pixel values in the window. Our method can automatically gen-
erate TP images according to the change of the edges and the shading in photographic
images. Through an experiment that our method was applied to various photographic
images, it was visually confirmed that TP images were generated. Additionally, through
an experiment of changing the values of the parameters in our method, how to change
TP images was clarified.
This paper is organized as follows: the second section describes our method for gener-

ating TP images from photographic images using variance-covariance matrices, the third
section shows experimental results and reveals the effectiveness of our method, and the
conclusion of this paper is given in the fourth section.

2. Our Method. Our method is implemented in two steps: Step 1 performs a calculation
using the variance-covariance matrices derived from the pixel values in the window, and
Step 2 performs a process of converting the images using variance-covariance matrices.
By repeating Steps 1 and 2, TP images are generated. The flow chart of our method is
shown in Figure 1.

Figure 1. Flow chart of our method

Details of the procedure in Figure 1 are explained below.

Step 0: The input pixel values of RGB for spatial coordinates (i, j) of a photographic
image are defined as fR,i,j, fG,i,j and fB,i,j. The pixel values of the image at the
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where W is the window size, and k and l are the positions in the window. The
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The covariances c
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BR,i,j between RGB are calculated as follows:
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The variance-covariance matrix A
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i,j are as follows:
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Step 2: The values b
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each of RGB as follows:
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The pixel values f
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where α is a positive constant. In case f
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Steps 1 and 2 are repeated T times. An image composed of the pixel values f
(T )
R,i,j,

f
(T )
G,i,j and f

(T )
B,i,j is TP image.

3. Experiments. We conducted two experiments: the first experiment visually checked
the changes of TP images when the values of the parameters in our method were changed
using Parrots image shown in Figure 2, and the second experiment applied our method
to four photographic images shown in Figure 3. All photographic images used in the
experiments were 512 ∗ 512 pixels and 256 gradation.

Figure 2. Parrots image

Figure 3. Various photographic images

3.1. Experiment with changing parameters. We visually confirmed TP images by
changing the value of the iteration number T using Parrots image. The value of the
iteration number T was set to 10, 20, 50 and 100. The values of the parameters W and
α were set to 7 and 50, respectively. The results of the experiment are shown in Figure
4. As the value of the iteration number T became larger, TP images were clear.
We visually confirmed TP images by changing the value of the window size W using

Parrots image. The value of the window size W was set to 3, 5, 7 and 9. The values of the
parameters T and α were set to 100 and 50, respectively. The results of the experiment
are shown in Figure 5. As the value of the window size W became larger, trippy patterns
were larger.
We visually confirmed TP images by changing the value of the parameter α using

Parrots image. The value of the parameter α was set to 10, 30, 50 and 70. The values of
the parameters T andW were set to 100 and 7, respectively. The results of the experiment
are shown in Figure 6. As the value of the parameter α became larger, trippy patterns
were clear. On the other hand, as the value of the parameter α became larger, it was
harder to recall Parrots image.
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(a) T = 10 (b) T = 20 (c) T = 50 (d) T = 100

Figure 4. TP images in the case of the iteration number T = 10, 20, 50
and 100

(a) W = 3 (b) W = 5 (c) W = 7 (d) W = 9

Figure 5. TP images in the case of the window size W = 3, 5, 7 and 9

(a) α = 10 (b) α = 30 (c) α = 50 (d) α = 70

Figure 6. TP images in the case of the parameter α = 10, 30, 50 and 70

3.2. Experiment using various photographic images. We applied our method to
four photographic images shown in Figure 3. The values of the parameters T , W and α

were set to 100, 7 and 50, respectively. The results of the experiment are shown in Figure
7. All TP images could be automatically generated according to the change of the edges
and the shading in photographic images.

4. Conclusions. We proposed a new NPR method for generating TP images from pho-
tographic images. Our method was performed by an iterative calculation using variance-
covariance matrices derived from the pixel values in the window. Through an experiment
that our method was applied to various photographic images, it was found that our
method can automatically generate TP images according to the change of the edges and
the shading in photographic images. Additionally, through an experiment of changing the
values of the parameters in our method, it was found how trippy patterns were changed.
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Figure 7. Various TP images

A subject for future study is to expand our method for application to videos and three-
dimensional data.
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