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Abstract. Organizing news articles into different categories based on their content is
essential for news organizations to make their content easier to find, analyze, and un-
derstand for their readers. However, manually categorizing news articles is a tedious
and error-prone task, making automated approaches more appealing. This study focused
on investigating the use of various models for performing multi-class text classification
on Khmer news articles. The models used in this study included a deep neural network
(DNN) model, a fastText supervised model, and a recurrent neural network (RNN) model
with an attention mechanism, where the DNN and RNN models use the term frequency-
inverse document frequency (TF-IDF) method to represent the Khmer news articles.
However, there is limited availability of annotated datasets for NLP tasks in Khmer,
which led the researchers to collect a dataset of Khmer news articles for this task. The
news articles were preprocessed by removing spaces, numbers, English words, punctua-
tion, and performing word segmentation. The models were then trained and evaluated on
a dataset of Khmer news articles annotated with six different class labels: sports, politics,
technology, social, health, and environment. The study found that the fastText supervised
model with optimal hyperparameters was the best performing model for multi-class text
classification on Khmer news articles, achieving an overall accuracy of 93.81% with high
levels of precision, recall, and F1-score. This automated approach has the potential to
significantly improve the efficiency of Khmer news content management by automating
the categorization of large quantities of news articles.
Keywords: fastText, Neural network, Text classification, TF-IDF

1. Introduction. By using deep learning models for multi-class text classification, it is
possible to automatically categorize Khmer news articles into different categories, such
as politics, social, technology, health, sports, or environment. Since the majority of text
classification methods at present focus on classifying texts with a single label. This can
make it easier for readers to find the articles that are most relevant to them, and it can
also be used to help news organizations better understand and analyze the content they
produce.

One approach to text classification is to use neural network model, which can learn
complex patterns in the Khmer news articles and make accurate predictions based on
these patterns [1]. Text classification on Khmer news articles is a challenging task due
to the language’s unique characteristics. However, machine learning techniques have ad-
vanced significantly, enabling accurate text classification on Khmer news articles using
the fastText supervised model [2]. It uses a combination of word embeddings and a linear
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classifier to classify text documents into predefined categories. The training of fastText is
fast and precisely represents unseen words [3]. However, the text classification depends on
many factors such as feature engineering and modeling. This research has made several
important contributions to the field of natural language processing (NLP) for the Khmer
language.

• Collect Khmer news articles for text classification and corpus construction.
• Investigate the use of various models for performing multi-class text classification on
Khmer news articles. This provided valuable insights into the strengths and limita-
tions of these techniques for Khmer text and help to inform the choice of technique
for future research in this area.

• Explore on the difference text representation with different models and find that the
fine-turning fastText model achieved the best performance.

The following sections of the paper are organized as follows. In Section 2, the background
and related work are provided. In Section 3, we explain the research methodology, da-
ta preparation, and the explored models. Section 4 mentions the experiment setup and
results, followed by a conclusion in Section 5.

2. Literature Review. News articles are an important source of information, entertain-
ment, and education. Researchers have been using deep learning algorithms to classify
news articles into predefined categories. Multi-class text classification algorithms are used
to analyze the content of news articles and assign them to the appropriate category.

2.1. Multi-class text classification. The ability of machine learning algorithms to
handle multi-class text classification problems has been demonstrated in various studies.
One such study by [4] focused on text classification for the Khmer language using neural
networks with word embedding. Their dataset consisted of 13,902 articles, of which 4,687
had a single label, and they achieved an impressive precision of 87.8% using an RNN
model for multi-label classification.
Another study by [5] introduced a novel approach to classifying news text using a cus-

tomized deep learning model called DCLSTM-MLP. This model combined convolution-
al neural network (CNN), long short-term memory (LSTM), and multilayer perceptron
(MLP) algorithms and utilized word vectors and discrete vectors to represent relationships
between words and categories. As a result, it effectively solved problems with text length
and feature extraction, outperforming other models in terms of accuracy, recall rate, and
overall performance.
[6] also proposed a K-Nearest Neighbor classifier for identifying news item types in a

multiclass dataset structured by Nurfikri [7]. They employed pre-processing techniques
such as case folding, data cleaning, stop-word removal, and tokenization, and used feature
TF-IDF with 10-fold cross-validation for their K-Nearest Neighbor classification model.
They achieved a high level of precision of 87.48%.
While these studies have shown promise for text classification on news articles written

in different languages, further research is necessary to explore the use of these models and
compare their performance with feature extraction methods on such as TF-IDF and the
continue bag of word (CBOW) with fastText model on Khmer news articles specifically.

2.2. Hyperparameter optimization. Several studies have been conducted in the past
on hyperparameter optimization techniques, notably in the context of machine learning.
[8, 9, 10] provided valuable insights into various hyperparameter optimization techniques,
including grid search, random search, Bayesian optimization, evolutionary algorithms, and
bandit-based methods. In particular, [8] showed that random search is a more efficient
strategy for hyperparameter optimization compared to grid search and manual search,
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while [9] introduced a novel approach that combines the advantages of Bayesian optimiza-
tion and bandit-based methods, offering superior performance and rapid convergence to
optimal configurations.

Moreover, [10] provided a comprehensive introduction to hyperparameter optimization
techniques and compared the performance of different optimization methods, with results
showing that Bayesian optimization and evolutionary algorithms outperform grid search
and random search in terms of efficiency and effectiveness.

Given the importance of hyperparameter optimization in developing effective machine
learning models, it is relevant to apply these techniques to Khmer news clarification.
By optimizing hyperparameters, it is possible to improve the accuracy and efficiency
of natural language processing algorithms used for Khmer news clarification, leading to
better performance and more accurate results.

3. Research Methodology. In this section, we demonstrate how to use multi-class
text classification on Khmer news articles using deep learning models. Our approach is
organized into six primary sections, including data collection, text preprocessing, feature
extraction, hyperparameters optimization, a deep learning model and evaluation results
section. Figure 1 illustrates an overview of the proposed methodology.

Figure 1. An overview of the proposed methodology

3.1. Data collection. In order to build a balanced dataset for the Khmer language,
Khmer news articles were collected from three different sources: Sabay news website
(news.sabay.com.kh), Radio Free Asia website (www.rfa.org), and VOA websites (khmer.
voanews.com). We scraped 15,205 Khmer news articles with six news categories. Figure
2 displays the number of news articles for each category. The data was gathered from
several websites. Social and political contents were collected from VOA website while
entertainment and health-related contents were obtained from Radio Free Asia website.
Technology and sports categories were collected from Sabay news website. To scrape the
title and content of Khmer news articles from news websites, we used the BeautifulSoup
library, which is a popular Pythonr library for parsing HTML and XML documents.

3.2. Data pre-processing. Data pre-processing is an important step in the analysis
and modeling of datasets, as it can help to eliminate outliers and nonsensical content
that could negatively impact the validity of the analysis [11]. In the case of Khmer news
articles, data pre-processing can be particularly important, as the dataset may contain
spaces, numbers, English words, and punctuation that can interfere with the accuracy of
Khmer word tokenization. To address these issues, we implemented a data pre-processing



544 R. PHANN, C. SOOMLEK, P. JANYOI AND P. SERESANGTAKUL

Figure 2. The number of news articles for each category

pipeline that consists of five steps. Firstly, we used regular expressions to eliminate both
Khmer and English numbers from the Khmer news articles. This helps to ensure that
the tokenization process is not affected by the presence of numerical data. Secondly, we
utilized Pythonr programming’s “replace” function to convert all spaces to blanks. This
helps to eliminate any extraneous spaces that might be present in the data and could inter-
fere with the tokenization process. Thirdly, to eliminate all English words from the Khmer
news articles, we applied a regular expression. This helps to ensure that only Khmer words
are included in the tokenization process. Fourthly, we again utilized Pythonr program-
ming’s “replace” function to convert all Khmer and English punctuation to blanks. This
helps to eliminate any punctuation that might be present in the data and could interfere
with the tokenization process. Finally, conditional random fields [12] was used to tokenize
Khmer words. Table 1 shows samples of Khmer news articles. Table 2 shows example of
data pre-processing.

Table 1. Sample of Khmer news articles

Title Text Category

Technology

(Here are 5 important tech-
niques to protect your mon-
ey from being lost unknow-
ingly on...)

(Take a closer look at the software before us-
ing it, or before clicking, as it may deduct
money...)

Health

(The woman whose land was
affected by the intestinal...)

(The husband and wife of a factory worker
who was sued by an intestinal surgeon have
decided to...)

3.3. Feature extraction. Feature extraction is the process of identifying and extracting
the most relevant and informative features from a dataset. In the context of text classi-
fication, feature extraction involves identifying the most important words or phrases in
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Table 2. Example of data pre-processing

Step The output from each step of text pre-processing

Raw text

Space and tap removal

Number removal

Punctuation removal

English removal

Word segmentation

the text that will be used to make predictions about the class label of the text. Term
frequency-inverse document frequency (TF-IDF) is a feature extraction method, which is
based on the idea that words that are more frequent in a document but less frequent in
other documents are more important for classifying the document. To use TF-IDF for
multi-class text classification on Khmer news articles, we tokenized Khmer news articles
to create a list of words that can be used to calculate the TF-IDF values. The term
frequency (TF) of a word is the number of times it appears in a document, divided by
the total number of words in the document. This can be expressed as

TF (t, d) =
Number of occurrences of t in d

Total number of words in d
(1)

where t stands for the word, and d for each document. The inverse document frequency
(IDF) of a word is the logarithm of the total number of documents in the dataset divided
by the number of documents that contain the word. This can be expressed as

IDF (t) = log

(
N

Number of documents containing t

)
(2)

where N is the total number of documents in the dataset. The TF-IDF value of a word
is calculated by multiplying the term frequency and inverse document frequency of the
word. This can be expressed as

TF-IDF(t, d) = TF (t, d) ∗ IDF (t) (3)

Using the TF-IDF values of the words, we created a feature matrix where each row
represents a Khmer news article, and each column represents a Khmer word. The value
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in each cell of the matrix is the TF-IDF value of the word for the corresponding Khmer
news article. The feature matrix is used as the input for training the model.

3.4. fastText supervised model. The fastText supervised model is a machine learning
algorithm that is specifically designed for text classification [3]. It can handle large datasets
in a short amount of time, making it a useful tool for text classification tasks. The
fastText is able to effectively handle long text in our Khmer news dataset. When working
with long text inputs, fastText split the input into multiple chunks and process them
separately. The final prediction is obtained by averaging the predictions for each chunk.
This allows fastText to scale to long texts without a significant increase in computation
time. The main architecture used in fastText is the continuous bag-of-words (CBOW)
architecture, which predicts a word from its surrounding context. The CBOW employs a
neural network architecture. The input layer takes in a sequence of words (the context)
and converts them into word embeddings, which are dense numerical representations of
the words [13] as shown in Figure 3.

Figure 3. Overview of CBOW architecture

In fastText, n-gram features are also used to represent words in the text as vectors
of their constituent n-grams. The fastText uses a sliding window approach to extract n-
grams from text, meaning that it considers all possible n-grams within a specified window
size.

3.5. Deep neural network model. A deep neural network (DNN) is a type of deep
learning models that is composed of multiple layers of artificial neurons [14], which are
inspired by the structure and function of neurons in the human brain. The DNN model
can be used for a variety of tasks, including multi-class text classification on Khmer news
articles. The architecture of a DNN refers to the structure and organization of the layers
and neurons within the network. We implemented a DNN for text classification on Khmer
news articles. There are several factors to consider achieving good performance such as
the input layer, the number of hidden layers and hidden units. The loss function and
optimizer also influence the performance of the model. This work uses tanh activation
function for the hidden layers and the softmax activation function for the output layer.
The categorical-cross entropy was taken as loss function.

3.6. Recurrent neural network model with attention mechanisms. RNN is a
type of artificial neural networks that is particularly well-suited for processing sequential
data [15], such as time series or natural language. Unlike traditional feedforward neural
networks, which process input data in a single pass through the network, RNNs have
feedback connections that allow information to be passed from one step of the sequence
to the next. In recent years, attention mechanisms have emerged as a powerful tool for
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improving the performance of RNN models. The basic idea behind attention is to allow
the model to selectively focus on certain parts of the input sequence, based on their
relevance to the task at hand. This allows the model to effectively handle long-term
dependencies in the input sequence, without relying solely on the hidden state of the RNN.
One of the earliest and most well-known applications of attention in RNNs is the encoder-
decoder architecture for machine translation. In this architecture, an RNN-based encoder
processes the input sequence and produces a fixed-length vector representation, which is
then used by a decoder RNN to generate the output sequence. However, instead of using
the final hidden state of the encoder as the input to the decoder, attention mechanisms
are used to dynamically select different parts of the input sequence as needed.

3.7. Hyperparameters optimization. Hyperparameter optimization is a crucial step
in building high-performing machine learning models, and there are several methods avail-
able to explore the space of possible hyperparameters. This research used the Bayesian
optimization. It is a probabilistic approach that uses a surrogate model to approximate
the objective function [16], which in our case was the accuracy of the models on the
Khmer language data. The surrogate model is updated after each iteration using the ac-
quired data, which includes both the objective function evaluations and the correspond-
ing hyperparameter values. The updated surrogate model is then used to decide the next
hyperparameter configuration to evaluate, using an acquisition function that balances ex-
ploration and exploitation. In this way, Bayesian optimization is able to efficiently search
the hyperparameter space while gradually converging to the optimal hyperparameters.
To implement Bayesian optimization, we used the “BayesianOptimization” object from
the “bayes opt” library in Python. We first defined the parameter space by specifying the
range of values for each hyperparameter and any constraints that were placed on their
values. We then called the “maximize” method to run the optimization, which involved
iteratively evaluating the models with different hyperparameter values and updating the
surrogate model to guide the search for optimal hyperparameters. One important aspect
of Bayesian optimization is the choice of the surrogate model. In our research, we used
a Gaussian process as the surrogate model, which is a popular choice for Bayesian opti-
mization due to its flexibility and ability to capture complex relationships between hy-
perparameters and the objective function.

4. Experiment and Result. We trained models on a dataset of 15,205 Khmer news ar-
ticles using 10-fold cross-validation. We performed 10-fold cross-validation on the dataset
for all three models, where the models were trained on nine folds and evaluated on the
remaining fold. We utilized a variety of metrics in Scikit-Learn framework [17] to evaluate
model’s performance, such as accuracy, precision, and recall which can be calculated using
the following formulas:

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

F1-score =
2 ∗ (Precision ∗ Recall)
Precision + Recall

(7)

where FP represents the count of false positives, TP stands for true positives, TN indi-
cates true negatives, and FN signifies false negatives.



548 R. PHANN, C. SOOMLEK, P. JANYOI AND P. SERESANGTAKUL

4.1. Bayesian optimization. We start by defining the search space for the hyperparam-
eters to optimize. We used a BayesOpt library [18] to find the optimal hyperparameters
for each model. The Bayesian Optimization library then samples hyperparameters from
this search space to train and evaluate the models on the validation set. Based on the
evaluation metrics, the Bayesian Optimization library updates its probabilistic model of
the search space and generates a new set of hyperparameters to sample. This process is
repeated for a set number of iterations, for our experiment, 50. At the end of the opti-
mization process, the library returns the set of hyperparameters that resulted in the best
validation accuracy for each model as shown in Table 3.

Table 3. Optimal hyperparameter of each model

Model Optimal hyperparameters
DNN learning rate = 0.0003, batch size = 198, dropout rate = 0.1 with 6

layers.
fastText epoch = 49, lr = 0.1, dim = 98, word ngrams = 3, loss = softmax,

min count = 2, bucket = 1900000, thread = 4
RNN with
attention
mechanism

Dense units = 128, Attention mechanism = Dot product, Activation
function = Softmax, Optimizer = Adam, Maximum sequence length
= 200

4.2. Deep neural network model. We designed the DNN model with three four layers
and used the tanh activation function. To train the model, we used the Adam optimization
algorithm, which is known to be a highly effective optimizer for deep learning models. We
set the learning rate to 0.0003 and the batch size to 198. The learning rate was chosen
based on empirical testing to achieve the best performance on the task, and the batch size
was chosen to optimize training time while still ensuring that the model would generalize
well to unseen data. During training, we used the cross-entropy loss function, which is
commonly used for multi-class classification tasks.

4.3. Recurrent neural network model with attention mechanism. The RNNmod-
el with attention is built using Keras. The embedded sequences are then passed through
a bidirectional LSTM layer, which can capture both forward and backward dependen-
cies in the text data. The output of the LSTM layer is then used to compute attention
weights, which determine the importance of each time step in the sequence. The atten-
tion weights are computed as the dot product between the LSTM output and the dense
features, followed by a softmax activation. The attention weights are then used to com-
pute a weighted sum of the LSTM output, which is concatenated with the dense features
and passed through a final dense layer with softmax activation to output the predicted
class probabilities. During training, the model is compiled with the Adam optimizer and
trained on the training data for a fixed number of epochs, with a specified batch size.
The performance of the model is evaluated using k-fold cross-validation, where the data
is split into 10 folds and the model is trained and evaluated on each fold.

4.4. The fastText model. The fastText library was used to train a supervised learning
model for Khmer news classification. We used the optimal hyperparameters to train our
fastText model. This included a learning rate of 0.1, which determines the step size for
updating the model’s parameters during training. We also set the dimensionality of the
word vectors to 98, which is the number of dimensions used to represent each word in
the text. Finally, we used a bucket size of 1,900,000, which determines how many unique
word types are used in the model’s vocabulary. Figure 4 shows evaluation results of the
RNN with attention and DNN model using TF-IDF and the fastText supervised model
with optimal hyperparameters.
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Figure 4. Performance evaluation of each model

As a result, we discovered that the fastText supervised model, with optimal hyperpa-
rameters, outperformed the DNN and RNN models using TF-IDF with optimal hyper-
parameters in all metrics. It achieved an accuracy of 93.81%, while the DNN and RNN
models achieved 91.55% and 92.64%, respectively.

5. Conclusions and Discussion. After evaluating various models, we determined that
the fastText supervised model with optimal hyperparameters outperformed the DNN and
RNN models that used TF-IDF hyperparameters in all metrics, achieving an accuracy
of 93.81%. Subsequently, we discovered that the combination of DNN and RNN models
with TF-IDF feature representation method had certain limitations when compared to
fastText. fastText is better equipped to handle out-of-vocabulary words by representing
sub-word units in addition to whole words, which allows it to capture some of the mean-
ing of unknown words. fastText uses a vector representation of words that allows it to
capture more nuanced semantic information. fastText, on the other hand, reduces the
dimensionality of the feature representation by representing words as vectors with few-
er dimensions. Lastly, the TF-IDF feature representation may not adequately represent
long documents because its representations are based on individual words and do not
capture contextual information between words in a document. A text can be related to
with multiple categories [19]. In the future, we aim to improve and classify news articles
into multiple categories, and we intend to collect more Khmer news articles to improve
the generalizability of the model and increase its performance on unseen Khmer news
articles. Moreover, we plan to integrate the model into a larger system or application,
such as a news recommendation engine or a text classification tool.
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